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ABSTRACT

Video content has significantly increased in volume and diversity in the digital era, and
this expansion has highlighted the necessity for advanced video understanding technologies
that transform vast volumes of unstructured data into practical insights by learning from data.
Driven by this necessity, this thesis explores semantically understanding videos, leveraging mul-
tiple perceptual modes similar to human cognitive processes and efficient learning with limited
supervision similar to human learning capabilities. Multimodal semantic video understanding
synthesizes visual, audio, and textual data to analyze and interpret video content, facilitating
comprehension of underlying semantics and context. This thesis specifically focuses on video
question answering to understand videos as one of the main video understanding tasks. Our first
contribution addresses long-range video question answering, which involves answering ques-
tions about long videos, such as TV show episodes. These questions require an understanding of
extended video content. While recent approaches rely on human-generated external sources, we
present processing raw data to generate video summaries. Our following contribution explores
zero-shot and few-shot video question answering, aiming to enhance efficient learning from lim-
ited data. We leverage the knowledge of existing large-scale models by eliminating challenges
in adapting pre-trained models to limited data, such as overfitting, catastrophic forgetting, and
bridging the cross-modal gap between vision and language. We introduce a parameter-efficient
method that combines multimodal prompt learning with a transformer-based mapping network
while keeping the pre-trained vision and language models frozen. We demonstrate that these
contributions significantly enhance the capabilities of multimodal video question-answering
systems, where specifically human-annotated labeled data is limited or unavailable.

xxi





RÉSUMÉ

Cette thèse explore la compréhension sémantique multimodale des vidéos et son appren-
tissage efficace à partir d’un nombre limité de données. Elle se concentre sur la réponse aux
questions à propos d’une vidéo spécifique. Ce résumé présente les motivations, les objectifs, les
défis, le plan de la thèse et les contributions.

Motivation

Le média vidéo a considérablement augmenté en volume et en diversité à l’ère numérique,
notamment sous l’impulsion des réseaux sociaux, des services de streaming et des plateformes
de contenu généré par les utilisateurs. L’expansion de la vidéo a mis en lumière la nécessité de
technologies de compréhension vidéo basées sur l’IA, qui transforment d’énormes volumes de
données non structurées en informations pratiques apprises à partir des données. Ces technolo-
gies sont spécialisées dans plusieurs tâches, y compris le questionnement vidéo, le sous-titrage
vidéo, et la récupération vidéo-texte. Les systèmes de questionnement vidéo permettent aux util-
isateurs d’interagir avec le contenu vidéo en posant des questions et en recevant des réponses.
Le sous-titrage vidéo automatise la génération de descriptions textuelles pour les scènes vidéo,
fournissant des informations contextuelles qui enrichissent l’expérience visuelle. La récupéra-

tion vidéo-texte permet de rechercher et de récupérer des segments vidéo spécifiques via des
requêtes textuelles, comblant ainsi le fossé entre les informations visuelles et textuelles.

Ces tâches démontrent un impact significatif dans divers domaines. Par exemple, le sous-
titrage vidéo améliore l’accessibilité pour les personnes malvoyantes en fournissant des de-
scriptions audio des éléments visuels dans les vidéos. Les systèmes de questionnement vidéo
permettent aux gens de s’engager davantage avec les vidéos à des fins éducatives et de diver-
tissement, leur permettant de poser des questions et de recevoir des réponses. La récupération
vidéo-texte transforme les médias et le journalisme en aidant à localiser des segments spé-
cifiques au sein de vastes archives vidéo. Elle profite également à la recherche éducative en
offrant un accès rapide au contenu vidéo pertinent pour des requêtes spécifiques. Elle facilite
aussi le stockage et la récupération de données vidéo avec des systèmes d’indexation avancés
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pour la gestion des données. De plus, les technologies de compréhension de la vidéo améliorent
la sûreté publique grâce aux systèmes de surveillance, soutiennent la conduite autonome en
fournissant des données de navigation essentielles, aident à surveiller et contrôler les disposi-
tifs dans les maisons intelligentes et les environnements industriels, et renforcent l’engagement
des clients grâce à des publicités interactives. Ces exemples d’applications illustrent comment
les technologies de compréhension de la vidéo rendent le contenu numérique plus accessible et
interactif dans divers domaines. Au fur et à mesure que cette technologie progresse, le champ
d’application devrait s’élargir, offrir des innovations et transformer de multiples aspects de la
vie quotidienne.

Bien que la recherche en compréhension de la vidéo ait montré des promesses, son ap-
plication généralisée dans les systèmes IA reste limitée en raison de plusieurs contraintes, y
compris les limitations matérielles en termes de demandes computationnelles pour le traitement
des données vidéo en temps réel, et le besoin de modèles plus robustes et fiables. Notre objectif
est d’améliorer la capacité et l’efficacité des méthodes de compréhension vidéo en recherche
pour combler le fossé entre les limitations actuelles et leur potentiel d’impact sociétal. Nous
visons à développer des technologies innovantes qui auront un impact positif sur la société en
facilitant l’accès à l’information, en améliorant les interactions et en rendant le contenu vidéo
accessible à tous.

Objectifs

Notre objectif principal est de comprendre la sémantique des vidéos avec une supervision
limitée en tirant parti des modalités perceptuelles des processus cognitifs humains : la vue, le
son et la parole. La compréhension sémantique multimodale des vidéos implique l’analyse et
l’interprétation du contenu vidéo par la synthèse des données visuelles, audio et textuelles. Cette
approche facilite la compréhension de la sémantique et du contexte sous-jacents, de manière
similaire à la façon dont les humains interprètent les interactions entre personnes, objets et
actions dans leur environnement visuel et auditif. De plus, nous visons à imiter les capacités
d’apprentissage humaines en apprenant à partir de données limitées en nombre.

Pour atteindre ces objectifs, nous nous concentrons sur la compréhension sémantique mul-

timodale et l’apprentissage efficace à partir d’un nombre limité de données en développant des
architectures de modèles et des méthodologies de formation. Ces méthodes peuvent être éval-
uées avec des tâches de compréhension vidéo, y compris le questionnement vidéo sur la vidéo, la
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récupération texte-vidéo et le sous-titrage vidéo. La récupération texte-vidéo implique de faire
correspondre des requêtes textuelles avec du contenu vidéo mais elle peut ne pas capter pleine-
ment l’intention de l’utilisateur ou ne pas fournir des indices pertinents sur le contenu vidéo.
Bien que le sous-titrage vidéo transforme la vidéo en descriptions textuelles facilement com-
préhensibles par les humains, il produit souvent des légendes qui limitent une interaction plus
poussée ou une compréhension plus profonde. Malgré ces limitations, il est précieux pour con-
vertir les vidéos en contenu interprétable sous forme de texte. D’autre part, le questionnement
vidéo offre une approche plus dynamique et interactive, où les utilisateurs peuvent poser des
questions sur n’importe quel aspect du contenu vidéo, ce qui en fait un moyen non restreint de
comprendre sémantiquement les vidéos. Par conséquent, notre recherche se spécialise princi-
palement dans le questionnement vidéo.

Plus spécifiquement, le questionnement vidéo implique de créer une réponse en comprenant
une question, le contenu visuel d’une vidéo, ainsi que tout langage parlé accompagnant, qui peut
être présenté sous forme de texte, obtenu via l’ASR, ou traité directement sous sa forme parlée.
Les méthodes de questionnement vidéo sont conçues pour traiter des entrées multimodales afin
d’atteindre une compréhension sémantique des vidéos. Elles visent soit à générer une réponse à
partir d’un vocabulaire spécifié, soit à en sélectionner une parmi un ensemble d’options à choix
multiples.

Nous étudions spécifiquement le questionnement vidéo sur de longues vidéos en nous con-
centrant sur la compréhension sémantique multimodale, en utilisant uniquement les données
brutes sans s’appuyer sur des sources générées par l’humain supplémentaires. Cette tâche ex-
ige une compréhension globale du contexte plus large d’une longue vidéo, allant au-delà de
l’analyse de courts extraits limités à quelques secondes ou minutes.

De plus, nous enquêtons sur des stratégies d’apprentissage efficaces avec des données lim-
itées en nombre. Nous nous concentrons spécifiquement sur le questionnement vidéo en zero-

shot et en few-shot, où la disponibilité des données pour cette tâche spécifique est limitée. Notre
objectif est de tirer parti des capacités des grands modèles pré-entraînés de vision et de langue
qui ont été formés sur de grands ensembles de données et ont déjà acquis des connaissances.
De plus, nous visons à étudier comment les paires vidéo-légende, disponibles en ligne, peuvent
être efficacement utilisées pour former des méthodes vidéo-langage et améliorer notre approche
du questionnement vidéo.
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Défis

Réponse à des questions sur de longues vidéos. Lorsque les gens regardent des clips vidéo
qui font partie d’une vidéo plus longue, ils peuvent avoir des questions dont les réponses se
trouvent dans des segments antérieurs de la vidéo. Par exemple, en regardant une émission de
télévision, un spectateur pourrait s’interroger sur des événements ou des détails survenus plus
tôt dans l’émission. Cela indique que la réponse à des questions sur de longues vidéos nécessite
une compréhension de haut niveau de l’ensemble de la vidéo. Les systèmes actuels de réponse
à des questions vidéo s’appuient souvent sur les modalités vidéo et audio. L’audio peut être
traduit sous forme de texte comme des sous-titres. Ils utilisent également des sources générées
par l’humain telles que des résumés d’intrigue, des scripts, des descriptions de vidéos ou des
bases de connaissances pour faciliter la réponse à des questions sur de longues vidéos. Cepen-
dant, notre objectif est d’éliminer la nécessité d’annotations humaines. Le premier défi ici est
de parvenir à une compréhension de haut niveau des vidéos de longue durée, telles que les films
et les émissions de télévision, à partir de données brutes. Un autre défi est de déterminer quels
segments spécifiques contiennent les informations nécessaires pour répondre à une question,
rendant essentielle l’analyse de l’ensemble de la vidéo. Cela nécessite un traitement de contexte
long et une localisation précise des réponses pertinentes.

Pour relever ces défis, nous proposons d’abord l’utilisation de résumé de dialogue pour
générer un résumé vidéo de haut niveau. Cette approche tire parti des dialogues disponibles
comme données brutes dans les émissions de télévision pour produire un récit condensé du
contenu sous forme textuelle, éliminant ainsi le besoin de données supplémentaires annotées
par l’humain. De plus, nous introduisons une méthode pour localiser les réponses pertinentes
à partir de longues entrées textuelles, permettant une compréhension efficace des vidéos de
longue durée. Ces méthodologies sont détaillées dans le chapitre sur la réponse à des questions
vidéo basée sur les connaissances.

Combler le fossé des modalités: Intégration de la vision et du langage. L’un des défis
clés de l’apprentissage multimodal réside dans le fossé entre les modèles de vision et de lan-
gage. Ce fossé provient des propriétés fondamentalement différentes des données visuelles et
textuelles et de leurs méthodes de traitement uniques. Les modèles de vision interprètent les
images et les vidéos comme spatiales et continues, tandis que les modèles de langage traitent
le texte de manière séquentielle et discrète. Combler ce fossé nécessite de combiner ces deux
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types d’informations pour permettre une interprétation et des capacités de réponse cohérentes
et efficaces dans des systèmes tels que les modèles de réponse aux questions vidéo.

Pour combler le fossé entre modalités, nous explorons deux approches. La première ap-
proche consiste à convertir les vidéos en descriptions textuelles, transformant ainsi la modalité
vidéo en une forme textuelle qui peut être traitée par des modèles de langage, comme détaillé
dans le chapitre sur la réponse aux questions vidéo basée sur les connaissances. Dans la seconde
approche, nous employons des modèles de vision et de langage. Initialement, un encodeur vi-
suel convertit le contenu vidéo en une représentation structurée. Cette représentation est ensuite
traitée par notre réseau qui adapte efficacement les données visuelles pour être compatibles avec
les modèles de langage. La sortie de ce réseau est par la suite introduite dans le modèle de lan-
gage, permettant l’interaction entre les modalités visuelles et textuelles, comme décrit dans le
chapitre sur la réponse aux questions vidéo en few-shot et zero-shot.

Adaptation des modèles pré-entraînés de vision et de langage. Les modèles récents de vi-
sion et de langage ont montré des progrès remarquables, portés par les modèles pré-entraînés à

grande échelle basés sur les transformateurs. Ces modèles ont été intégrés dans des méthodes de
compréhension vidéo, y compris la réponse à des questions par fusion à partir de de grands en-

sembles de données multimodales. Lorsque nous intégrons des modèles de vision et de langage
pour combler le fossé entre modalités, comme mentionné précédemment, nous exploitons ces
modèles pré-entraînés même dans des contextes où les données pour la réponse à des questions
sur la vidéo sont limitées en nombre. Cependant, adapter ces modèles aux tâches vidéo-langage
avec des données limitées présente des défis significatifs. Au-delà du fossé entre modalités, le
réglage fin de l’ensemble du modèle sur des données limitées peut entraîner un surapprentis-
sage et l’oubli des connaissances précédemment acquises. Pour atténuer le surapprentissage,
des méthodes d’adaptation efficaces en termes de paramètres, par exemple, l’apprentissage par

prompt et les couches d’adaptation, ont été appliquées sur des modèles pré-entraînés figés.

Pour répondre davantage à ces défis dans la réponse à des questions sur la vidéo, nous
explorons des méthodes d’adaptation efficaces en termes de paramètres et introduisons pour
la première fois l’apprentissage multimodal par prompt. Cette approche préserve les capacités
de généralisation des modèles à grande échelle tout en minimisant le nombre de paramètres
entraînables, réduisant ainsi les besoins de stockage pour des configurations few-shot à partir de
divers ensembles de données.
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Plan de la thèse et contributions

Cette thèse comporte cinq chapitres, incluant cette introduction, qui présente les motiva-
tions, les objectifs, les défis et les contributions.

Dans le chapter 2, nous examinons d’abord les modèles de vision et de langage indépen-
damment, puis discutons des modèles vision-langage, établissant ainsi le contexte pour la réponse
aux questions sut la vidéo.

Le chapter 3 aborde la réponse aux questions sur la vidéo basée sur la connaissance, qui
implique de répondre à des questions pouvant être liées à des vidéos étendues, telles que des
épisodes entiers de séries télévisées, en plus de courts clips. Cela indique que répondre à des
questions sur de longues vidéos nécessite une compréhension complète du contenu vidéo. Les
approches récentes reposent sur des sources externes générées par l’humain telles que des ré-
sumés d’intrigue provenant d’Internet ou des connaissances fournies par des ensembles de don-
nées, alors que nous traitons les données brutes pour générer des résumés d’épisodes. Nous
considérons le dialogue comme une source bruitée, que nous convertissons en une description
textuelle via la résumé de dialogue. Nous créons un résumé de dialogue de l’épisode entier
en combinant les résumés de dialogue de scène. Ainsi, nous remplaçons les connaissances an-
notées par l’humain par des résumés d’épisodes générés automatiquement. Nous présentons
également une méthode de réponse aux questions sur la vidéo basée sur la connaissance qui
encode indépendamment différentes entrées textuelles, y compris la description vidéo par des
transformateurs, et une méthode de fusion simple qui combine toutes les modalités. De plus,
nous proposons une attention temporelle douce pour la localisation sur de longues entrées afin
de traiter efficacement les entrées textuelles longues. Notre modèle surpasse les méthodes précé-
dentes sans utiliser d’annotations spécifiques aux questions et générées par l’humain ou de ré-
sumés d’intrigue fabriqués par l’humain. Le contenu de ce chapitre est basé sur notre article
ICCV 2021, "On the hidden treasure of dialog in video question answering" [Engin, 2021b].
Notre code est disponible sur le site [Engin, 2021a].

Le chapter 4 traite de la réponse aux questions sur la vidéo en zero-shot et en few-shot en
exploitant les grands modèles de vision et de langage pré-entraînés. Adapter ces modèles pré-
entraînés sur des données limitées en nombre présente des défis tels que le surapprentissage,
l’oubli catastrophique, et le fossé intermodal entre la vision et le langage. Pour relever ces dé-
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fis, nous introduisons une méthode efficace en termes de paramètres combinant l’apprentissage
par prompt multimodal et un réseau basé sur des transformateurs tout en conservant les mod-
èles pré-entraînés figés. Cette approche nous permet de surmonter les limitations de la rareté des
données et d’obtenir de meilleures performances que les méthodes précédentes sur plusieurs en-
sembles de données pour la réponse aux questions vidéo. Le contenu de ce chapitre est basé sur
notre article pour un séminaire ICCV 2023, "Zero-Shot and Few-Shot Video Question Answer-

ing with Multi-Modal Prompts" [Engin, 2023b]. Notre code et nos modèles sont disponibles à
l’adresse [Engin, 2023a].

Dans le chapter 5, enfin, nous résumons les contributions de cette thèse et discutons de
certaines pistes potentielles pour la recherche future.
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1.1 Motivation

Video content has significantly increased in volume and diversity in the digital era, espe-
cially driven by social media, streaming services, and user-generated content platforms. The
expansion of video content has highlighted the necessity for video understanding technologies
based on Artificial Intelligence (AI), which transform vast volumes of unstructured data into
practical insights by learning from data. These technologies are specialized in multiple tasks,
including video question answering, video captioning, and video-text retrieval. Video question

answering systems enable users to interact with video content by posing questions and receiv-
ing answers. Video captioning automates the generation of textual descriptions for video scenes,
providing contextual information that enriches the viewing experience. Video-text retrieval al-
lows for searching and retrieving specific video segments through text queries, bridging the gap
between visual and textual information.

These tasks demonstrate significant impact across diverse fields. For instance, video cap-
tioning enhances accessibility for visually impaired individuals by providing audio descriptions
of visual elements in videos. Video question answering systems allow people to engage more
with videos for both educational and entertainment purposes, enabling them to ask questions

1



Chapter 1 – Introduction

and receive answers. Video-text retrieval transforms media and journalism by helping to locate
specific segments within extensive video archives, and it similarly benefits educational research
by providing rapid access to precise video content relevant to specific queries. It also facili-
tates storing and retrieving video data with advanced indexing systems for data management.
Additionally, video understanding technologies enhance public safety through surveillance sys-
tems, support autonomous driving by providing essential navigation data, assist in monitoring
and controlling devices in smart homes and industrial settings, and enhance customer engage-
ment through interactive advertisements. These example applications highlight how video un-
derstanding technologies make digital content more accessible and interactive across diverse
domains. As this technology advances, the scope of video applications is expected to broaden,
offering innovations and transforming multiple aspects of everyday life.

Although research in video understanding has shown promise, its widespread application in
AI systems remains limited due to several constraints, including hardware limitations in terms
of the computational demands of processing video data in real time, and the need for more
robust and reliable models. Our goal is to enhance the capability and efficiency of video under-
standing methods in research to bridge the gap between current limitations and their potential
for societal impact. We aim to develop innovative technologies that will positively impact so-
ciety by facilitating access to information, improving interactions, and making video content
accessible to everyone.

1.2 Learning from data

In this section, we will establish a foundational background to enhance understanding of the
subsequent parts of the thesis by briefly discussing the concept of deep learning.

Deep learning. In the early days of AI, experts manually processed raw data and crafted
features for specific tasks. This approach evolved with machine learning models, which could
learn representations directly from human-annotated data. Deep learning has significantly ad-
vanced this field by automating the feature extraction process, learning representations directly
from the data itself. This involves optimizing model parameters based on data, enabling the
model to independently identify useful patterns or features.
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Figure 1.1 – Examples of video-text pairs from WebVid-2M dataset. Image sourced from [Bain,
2021].

Learning paradigms. Initially, the field was dominated by supervised learning, where mod-
els learn from human-labeled data. However, since human annotation is costly, self-supervised
learning methods, which do not rely on labeled data, have gained attention for improving learned
features. The development of these methods has facilitated the widespread adoption of transfer
learning techniques. In this approach, a model is first pre-trained on a large dataset of unla-
beled data and then fine-tuned on smaller, labeled, task-specific datasets. This two-phase pro-
cess significantly enhances model performance on downstream tasks, which are specific appli-
cations that utilize the pre-trained model to achieve more specialized objectives. For instance,
the WebVid-2M dataset [Bain, 2021], illustrated in Figure 1.1, is scraped from the internet and
comprises video-caption pairs with manually generated, well-structured sentences that accu-
rately describe the visual content. This dataset is ideal for pre-training models for video under-
standing tasks. The learned features can then be utilized for specific downstream tasks, either
by fine-tuning or adapting in ways suitable for specialized tasks.

Scaling. Early deep learning models, such as AlexNet [Krizhevsky, 2012], which marked a
significant breakthrough in the field, contained approximately 60 million parameters. Recently,
however, there has been a significant increase in both the complexity and scale of models.
Recent models may have billions of parameters and require training on much larger datasets
than previously utilized. This expansion in model size and training datasets has not only in-
creased model capabilities but also opened new opportunities for zero-shot transfers, where a
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model trained for one objective is applied to solve different tasks. Additionally, even though
task-specific and multimodal datasets have grown, they remain limited compared to the datasets
used to train large-scale vision or language models. This situation highlights the need to ex-
plore parameter-efficient strategies to further enhance pre-trained models for solving diverse
tasks with limited data.

1.3 Goals

Our primary goal is to semantically understand videos with limited supervision by leverag-
ing multiple perceptual modes that reflect human cognitive processes, including sight, sound,
and speech. Multimodal semantic video understanding involves analyzing and interpreting video
content through synthesizing visual, audio, and textual data inputs. This approach facilitates the
comprehension of underlying semantics and context, similar to how humans interpret interac-
tions among people, objects, and actions within their visual and auditory environments. Addi-
tionally, we aim to mimic human learning capabilities by learning from limited data.

To achieve these goals, we focus on multimodal semantic understanding and efficient learn-

ing from limited data by developing model architectures and training methodologies. These
methods can be assessed with video understanding tasks, including video question answer-
ing [Xu, 2017; Lei, 2018; Yu, 2019], text-video retrieval [Chen, 2011; Xu, 2016; Rohrbach,
2017; Krishna, 2017a], and video captioning [Xu, 2016; Krishna, 2017a; Zhou, 2018]. Text-
video retrieval involves matching textual queries to video content but may not fully capture user
intent or provide deep insights into video content. Although video captioning transforms video
into text descriptions that are easily understandable by humans, it often produces captions that
limit further interaction or deeper understanding. Despite these limitations, it is valuable for
converting videos into interpretable content in text form. On the other hand, video question an-
swering offers a more dynamic and interactive approach, where users can ask questions about
any aspect of the video content, making it an unrestricted way to understand videos semanti-
cally. Therefore, our research primarily specializes in video question answering.

More specifically, video question answering involves creating a response by comprehending
a question, the visual content of a video, along with any accompanying spoken language, which
may be presented in text form, obtained via Automatic Speech Recognition (ASR), or processed
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directly from its speech form. Video question answering methods are designed to process mul-
timodal inputs, achieving a semantic understanding of videos. They aim to either generate an
answer from a specified vocabulary or select one from a set of multiple-choice options.

We specifically investigate long video question answering by focusing on multimodal se-
mantic video understanding, utilizing only the raw data without relying on additional human-
generated sources. This task demands a comprehensive understanding of the broader context of
a long video, moving beyond the analysis of short clips that are limited to just a few seconds or
minutes.

Furthermore, we investigate efficient learning strategies with limited data, specifically fo-
cusing on zero-shot and few-shot question answering, where data availability for this specific
task is constrained. Our goal is to leverage the capabilities of large-scale pre-trained vision and
language models that have been trained on large-scale datasets and have acquired knowledge.
Additionally, we aim to investigate how video-caption pairs, available online, can be effectively
used to train video-language methods and enhance our approach to video question answering.

1.4 Challenges

Developing methods for video question answering with limited supervision presents several
challenges in designing and training these methods.

Long-range video question answering. While people are watching video clips that are part
of a longer video, they may have questions whose answers lie in earlier segments of the video.
For instance, while watching a TV show, a viewer might wonder about events or details from
earlier in the episode. This situation is illustrated by an example in Figure 1.2, where an episode
contains multiple scenes. The scene on the right discusses a robot competition, and the question
asks for the robot’s name. This question cannot be answered solely based on this scene because
the robot’s name is not mentioned. There is another scene from the same episode on the left.
In this scene, one of the characters, Sheldon, says their robot’s name is Monte; therefore, the
question can be answered by using this scene. This indicates that long-range video question
answering requires a high-level understanding of the whole video. Current video question an-
swering systems often rely on both video and audio modalities; audio may be provided in text
form as subtitles. They also use additional human-generated sources like plot synopses, scripts,
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Figure 1.2 – An example of a video question answer pair from the KnowIT-VQA dataset [Gar-
cia, 2020b] based on a TV show illustrates a long-range video question answering. Each episode
in a TV show comprises multiple scenes, each paired with a corresponding question. In this ex-
ample, the question associated with the right scene requires information from the left scene to
be answered. This indicates that answering this question requires a high-level understanding of
videos and processing long contexts. For visualization purposes, videos are represented using a
single frame.

video descriptions, or knowledge bases [Garcia, 2020b; Garcia, 2020a] to facilitate long-range
video question answering. However, our goal is to eliminate the requirement of human anno-
tation. The first challenge here is to achieve a high-level understanding of long-range videos,
such as movies and TV shows, from raw data. Another challenge is determining which specific
segments contain the information necessary to answer a question, making it essential to analyze
the entire video. This requires long context processing and precise localization of the relevant
answers.

To tackle these challenges, we first propose the use of dialog summarization to generate
a high-level video summary. This approach leverages the dialog available as raw data in TV
shows to produce a condensed narrative of the episode in text form, eliminating the need for
additional human-annotated data. Furthermore, we introduce a method for localizing relevant
answers from long text inputs, enabling an effective understanding of long-range videos. These
methodologies are detailed in Chapter 3.
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Bridging the Modality Gap: Integrating Vision and Language. One of the key chal-
lenges in multimodal learning lies in the modality gap between vision and language models.
This gap arises from the fundamentally different properties of visual and textual data, as well
as their unique processing methods. Vision models interpret images and videos as spatial and
continuous, whereas language models process text as sequential and discrete. Bridging this gap
necessitates combining these two information types to enable coherent and effective interpreta-
tion and response capabilities in systems like video question answering models.

To bridge the modality gap, we explore two approaches. The first approach involves convert-
ing videos into textual descriptions, thereby transforming the video modality into a text form
that can be processed by language models, as detailed in Chapter 3. In the second approach,
we employ vision and language models. Initially, a vision encoder converts video content into a
structured representation. This representation is then processed by our proposed mapping net-
work, which effectively adapts the visual data to be compatible with language models. The
output from the mapping network is subsequently fed into the language model, enabling inter-
action between the visual and textual modalities, as described in Chapter 4.

Adapting pre-trained vision and language models. The recent vision and language mod-
els have shown remarkable progress, driven by transformer-based large-scale pre-trained mod-

els [Dosovitskiy, 2021; Liu, 2022b; Devlin, 2019; Liu, 2019a; He, 2021; Radford, 2019; Rad-
ford, 2021]. These models have been incorporated into video understanding methods, including
video question answering through multimodal fusion on large-scale multimodal datasets [Miech,
2019b; Bain, 2021; Zellers, 2021]. When we integrate vision and language models to bridge
the modality gap, as mentioned previously, we leverage these pre-trained models even in set-
tings with limited data for video question answering. However, adapting these models to video-
language tasks with limited data presents significant challenges. Beyond the modality gap, fine-
tuning the entire model on limited data can result in overfitting and forgetting previously ac-
quired knowledge. To mitigate overfitting, parameter-efficient adaptation methods, e.g., prompt

learning [Li, 2021; Liu, 2021a; Liu, 2022a] and adapter layers [Houlsby, 2019] have been ap-
plied on frozen pre-trained models.

To further address these challenges in video question answering, we explore parameter-
efficient adaptation methods and introduce multimodal prompt learning for the first time. This
approach preserves the generalization capabilities of large-scale models while minimizing the
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Chapter 1 – Introduction

number of trainable parameters, thus reducing the storage requirements for few-shot settings
across various datasets.

1.5 Thesis outline and contributions

This thesis has five chapters, including this introduction, which provides motivations, goals,
challenges, and contributions.

In Chapter 2, we first review vision and language models independently, then discuss
vision-language models, establishing the background for video question answering.

Chapter 3 tackles knowledge-based video question answering, which involves answering
questions that can be related to extended videos, such as entire TV show episodes, in addition
to short clips. This indicates that answering questions over long videos requires a comprehen-
sive understanding of the video content. Recent approaches rely on human-generated external
sources like internet-sourced plot summaries or dataset-provided knowledge; however, we pro-
cess raw data to generate episode summaries. We consider dialog a noisy source, which we con-
vert to a text description via dialog summarization. We obtain the entire episode dialog summary
by combining scene dialog summaries; consequently, we replace human-annotated knowledge
with automatically generated episode summaries. We also present a knowledge-based video
question answering method that independently encodes different text-based inputs, including
video description by transformers, and a simple fusion method that combines all modalities.
Additionally, we propose soft temporal attention for localization over long inputs to process
long text input efficiently. Our model outperforms the previous methods without using question-
specific human annotation or humanmade plot summaries. The content of this chapter is based
on our ICCV 2021 paper, "On the hidden treasure of dialog in video question answering" [En-
gin, 2021b]. Our code is available at [Engin, 2021a].

Chapter 4 addresses zero-shot and few-shot video question answering by leveraging large-
scale pre-trained vision and language models. Adapting pre-trained models on limited data
presents challenges such as overfitting, catastrophic forgetting, and the cross-modal gap be-
tween vision and language. To address these challenges, we introduce a parameter-efficient
method, combining multimodal prompt learning and a transformer-based mapping network
while keeping the pre-trained models frozen. This approach enables us to overcome the lim-
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itations of the scarcity of data and achieve better performance than previous methods on sev-
eral datasets for video question answering. The content of this chapter is based on our ICCV
2023 workshop paper, "Zero-Shot and Few-Shot Video Question Answering with Multi-Modal

Prompts" [Engin, 2023b]. Our code and models are available at [Engin, 2023a].

In Chapter 5, finally, we summarize the contributions of this thesis and discuss some po-
tential areas for future research.

Patent Applications. In addition to the theoretical contributions, this thesis has also led to
the following patent applications.

1. Patent Application No. EP21305290, "Device and method for question answering", filed
on March 10, 2021, "Deniz Engin, Quang-Khanh-Ngoc Duong, François Schnitzler, Yan-
nis Avrithis", which describes a novel method for multimodal question answering. This
application directly relates to the methods discussed in Chapter 3.

2. Patent Application No. PCT/EP2022/071087, "System and method for question answer-
ing", filed on July 27, 2022, "Quang-Khanh-Ngoc Duong, Deniz Engin, François Schnit-
zler, Yannis Avrithis", which describes a method to enhance user experience in video
question answering. This application is related to the methods discussed in Chapter 3.
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This chapter aims to establish a foundational understanding of key concepts in video ques-
tion answering, which will be explored throughout this thesis. Video question answering in-
volves both language and visual understanding; therefore, we present an overview of language
models in Section 2.1 and vision models in Section 2.2. Then, we discuss vision-language mod-
els in Section 2.3.

2.1 Language models

Natural Language Processing (NLP) aims to facilitate the comprehension, interpretation,
and generation of human language. NLP has diverse applications in both textual and multi-
modal domains, e.g., machine translation, sentiment analysis, text summarization, text-based

question answering, visual question answering, and image/video captioning.
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Chapter 2 – Background

This section provides an overview of the evolution of language modeling, highlighting its
advancement from the early static models to the neural network approaches in Subsection 2.1.1.
Then, Subsection 2.1.2 presents architectures of transformer-based language models, specifi-
cally emphasizing employed models in this thesis. Finally, we discuss learning paradigms for
transformer-based language models in Subsection 2.1.3.

2.1.1 Evolution of language models

Early language modeling in computational linguistics relied on statistical language models,
including n-gram models and Hidden Markov Model (HMM). An n-gram is defined as a con-
secutive series of n elements, typically words, extracted from a text or speech sample. N-gram
models predict the probability of a word based on its preceding words. Their effectiveness is
limited by data sparsity, and they have an inability to capture long-range dependencies [Jurafsky,
2023]. Additionally, HMM has been introduced to model language as a sequence of observable
outputs, which are generated by a chain of hidden states. This modeling approach effectively
represents the stochastic nature of spoken language [Rabiner, 1989] and expands their applica-
tions in language processing [Althoff, 2016]. Despite their limitations in context sensitivity and
dependency resolution, these early statistical models laid the foundation for developing recent
context-aware language models.

Recurrent Neural Networks (RNN) [Rumelhart, 1987] has been employed to address the
limitation of the statistical models in capturing longer-range dependencies and contextual in-
formation. RNNs process sequential data by maintaining a hidden state to capture information
from previous inputs. Moreover, RNNs use current input with hidden states to generate outputs
and update the hidden state for future inputs. The ability of RNNs to handle variable-length
context eliminates the limited context issue of n-gram models and the fixed context length con-
straint in feedforward language models. Nevertheless, RNNs face challenges due to the complex
function of their hidden layers, which are involved in current decision-making while simultane-
ously retaining and updating information for future decisions. Additionally, RNNs encounter a
training issue known as the vanishing gradient problem, which occurs during backpropagation
through time as the gradients tend to diminish due to repeated multiplications in long sequences.

To overcome these challenges, Long Short-Term Memory (LSTM) [Hochreiter, 1997] has
been presented by featuring several gates: the forget gate decides which information to keep
or discard from the cell state, the input gate controls the flow of new information into the cell
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state, and the output gate determines which parts of the cell state are transferred to the output.
Subsequently, Gated Recurrent Unit (GRU) [Cho, 2014] simplifies the LSTM by incorporating
two essential gates: the update and reset gates. The update gate allows the model to determine
how much past information from previous time steps should be kept and carried forward, and
the reset gate controls the process of maintaining relevant context while discarding less neces-
sary data.

Word representation serves as a bridge between raw text and neural networks. It has pro-
gressed from high-dimensional one-hot encoding to word embeddings that condense words into
dense, low-dimensional vectors that capture semantic and syntactic relationships in textual data.
The introduction of word embeddings represents a significant advancement in NLP, playing an
important role in enhancing the performance of RNNs. Word embeddings, including word2vec
[Mikolov, 2013], GloVe [Pennington, 2014], FastText [Bojanowski, 2017], are trained on large-
scale text data in a self-supervised manner, allowing them to learn rich, contextual word rela-
tionships.

Furthermore, the attention mechanism [Bahdanau, 2015] revolutionizes sequential data pro-
cessing by enabling more flexible modeling of dependencies, irrespective of their distance in the
input or output sequences. This approach tackles the challenge of long-range dependencies, a
significant limitation in traditional sequential models, e.g., RNNs, LSTMs, and GRUs. The core
idea behind attention is to enable the model to give selective focus to different elements of the
input sequence while predicting each element of the output sequence.

Building on the attention mechanism, the transformer model [Vaswani, 2017] has been intro-
duced by discarding recurrent processes and relying on the purely attention-based framework.
This approach enables comprehensive mapping of global dependencies between input and out-
put, and enhances the parallel processing capabilities of the model. In the context of word
representations, the transformers integrate the learning of token embeddings directly into their
architecture, utilizing a text embedding layer that evolves and refines these embeddings as part
of their comprehensive pre-training process, in contrast to standalone methods e.g., word2vec.
The subsequent section provides a detailed explanation of transformers as the primary language
models employed in this thesis.
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2.1.2 Transformer-based language models

Introduction to the transformer architecture. The transformer [Vaswani, 2017] is a net-
work architecture that allows for efficient pairwise interaction between input elements. It was
originally developed for machine translation, and its main component is an attention function,
which acts as a form of associative memory. The transformer consists of an encoder and a
decoder stack, as illustrated in Figure 2.1. The encoder, shown on the left, is composed of a
stack of N identical layers, each containing two sub-layers: a multi-head self-attention and a
feed-forward neural network. The decoder, represented on the right, also has N identical layers,
including additional masked multi-head attention that ensures that the predictions for a partic-
ular sequence position can only depend on outputs at preceding positions. This is followed by
multi-head attention, which attends to the output of the encoder stack. The final output of the
decoder passes through a linear layer and then a softmax layer to produce output probabilities.
The decoder employs an auto-regressive approach; it predicts one element at a time based on a
previously known element. All sub-layers, both in the encoder and decoder, are followed by a
residual connection and layer normalization, denoted as "Add & Norm".

A thorough comprehension of the transformer architecture requires understanding the multi-
head self-attention mechanism, which enables the processing of different elements of the input
sequence simultaneously to capture complex dependencies across the sequence. The multi-head
self-attention based on the attention function is defined as follows:

Attention(Q, K, V ) := softmax
(

QKT

√
dk

)
V, (2.1)

where Q, K, and V represent queries, keys, and values, respectively. dk is the dimension of
the queries and keys. Large magnitude dot products, a result of high dimensionality dk, lead to
extremely small gradients in the softmax function. To overcome this, the dot products are scaled
by 1√

dk
. The multi-head attention further refines the attention mechanism as follows:

MultiHead(Q, K, V ) = Concat (head1, . . . , headh) W O

where head = Attention
(
QW Q

i , KW K
i , V W V

i

)
,

(2.2)

where each head independently applies unique linear transformations to Q, K, and V . This
approach allows each head to focus on different features of the input sequence, enabling the
model to capture a broader range of information and relationships from multiple representation
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Figure 2.1 – Transformer model architecture. Image sourced from [Vaswani, 2017].

subspaces simultaneously. Then, the outputs of heads are concatenated and transformed through
a linear operation with W O.

After defining the transformer architecture, our focus now shifts to the process of input
preparation for models. This initial step, known as tokenization, converts raw text into man-
ageable units, e.g., words, subwords, or characters, enabling the model to comprehend and
analyze the text effectively. Specifically, sentences are tokenized by utilizing byte-pair encod-
ing (BPE) [Britz, 2017] in the transformer [Vaswani, 2017]. After tokenization is performed on
the entire dataset, a vocabulary is constructed once, creating a mapping from tokens to their
respective unique integer identifiers. These integer representations are transformed into vectors
in a high-dimensional space, typically using a text embedding layer. This embedding layer, of-
ten a fully connected layer, maps each token to a d-dimensional vector where d is the size of
the embeddings. The embeddings are learned during training, allowing the model to capture
semantic relationships between tokens.
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Figure 2.2 – BERT model architecture. The BERT employs the same architecture pre-training
and fine-tuning, except for the output layers. BERT incorporates specific tokens for input pro-
cessing: [CLS] token is placed at the beginning of every input sequence, serves as the repre-
sentation of the input, and [SEP ] token is utilized to indicate the separation of segments in the
input. Image sourced from [Devlin, 2019].

Additionally, transformers use positional encodings to incorporate the order of the sequence
into the model, as the self-attention mechanism in transformers does not inherently capture se-
quence order. The transformer model [Vaswani, 2017] uses sinusoidal functions for positional
encoding, and the input embeddings are combined with positional encodings. Alternatively, po-
sitional encodings can also be learnable, allowing the model to adapt these encodings during
training. In summary, to obtain input embeddings, each input sequence is first tokenized, then
processed through a text embedding layer, and finally, positional encoding is applied to incor-
porate the sequence information.

Unidirectional and bidirectional paradigms. Transformer-based language models have
revolutionized NLP with their advanced performance in understanding and generating diverse
language tasks. These models can be categorized into unidirectional (causal), also known as au-

toregressive, which predicts subsequent words based on preceding context for text generation,
and bidirectional (non-causal), which utilizes past and future context for comprehension tasks.
Furthermore, encoder-only models, e.g., BERT [Devlin, 2019], RoBERTa [Liu, 2019b], De-

BERTa [He, 2021], use a bidirectional process, while decoder-only models, e.g., GPT-2 [Rad-

ford, 2019], LLaMa [Touvron, 2023] operate autoregressively. Encoder-decoder models, e.g.,
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Figure 2.3 – BERT input representation. The input embeddings consist of a combination of to-
ken embeddings, segment embeddings, and position embeddings. Image sourced from [Devlin,
2019].

BART [Lewis, 2020], T5 [Raffel, 2020], combine both methodologies, with the encoder analyz-
ing input text bidirectionally to understand its context and the decoder generating text causally.

Overview of employed language models. This section briefly introduces transformer-based
language models utilized in this thesis. BERT [Devlin, 2019] is a bidirectional encoder, map-
ping a sequence of tokens to a sequence of d-dimensional vectors. As demonstrated in Fig-
ure 2.2, it includes pre-training and fine-tuning phases. It is pre-trained on a large text corpus
with Masked Language Modeling (MLM) and Next Sentence Prediction (NSP) objectives and
fine-tuned on supervised downstream tasks, e.g., question answering, name entity recognition.
BERT processes input text by converting it into a series of tokens, each mapped to a vector
in a high-dimensional space. These vectors are learned during training to capture the semantic
relationships between words and their context within a sentence. As illustrated in Figure 2.3,
the token embeddings are combined with segment and position embeddings to represent input
embedding to be fed into the BERT model. Segment embeddings distinguish between sentences
in tasks involving multiple sentences, while position embeddings indicate the position of each
word within a sentence. This integration enables BERT to comprehend the meaning of words
in context, distinguish between sentences, and understand the word sequence in the text. We
employ BERT as the backbone of our model architecture in Chapter 3.

DeBERTa [He, 2021] is a bidirectional encoder similar to BERT [Devlin, 2019]. DeBERTa
enhances the BERT [Devlin, 2019] architecture by introducing the disentangled attention and
an enhanced mask decoder. The disentangled attention mechanism utilizes distinct vectors to
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represent the content and position of words, and it employs disentangled matrices for their con-
tents and relative positions to compute the attention weights. Furthermore, the enhanced mask
decoder integrates absolute positions at the decoding layer, after all transformer layers. Similar
to BERT [Devlin, 2019], DeBERTa pre-trained on large text corpus with MLM objective. We
employ DeBERTa as the language model of our model architecture in Chapter 4.

Sentence-BERT [Reimers, 2019] takes a single sentence as input and is trained by metric

learning objectives, e.g., siamese or triplet structure, facilitating efficient sentence similarity
search. It is learned by fine-tuning a pre-trained BERT model on supervised semantic textual
similarity. We utilize Sentence-BERT for segmenting dialogs as a part of the dialog summariza-
tion method in Chapter 3.

BART [Lewis, 2020] includes an encoder and a decoder. It is pre-trained as an unsupervised
denoising autoencoder, i.e., corrupting input text and learning to reconstruct the original, and
fine-tuned on supervised classification, generation or translation tasks. It is particularly effective
on text generation, including abstractive dialog, question answering, and summarization tasks.
We utilize BART for summarize dialog in Chapter 3.

2.1.3 Learning paradigms

Pre-training language models. BERT [Devlin, 2019] demonstrated the effectiveness of
pre-training a transformer language model on a large text corpus with MLM objective, fol-
lowed by fine-tuning for specific NLP tasks. This process has notably influenced the practices
of pre-training and fine-tuning in the field of transformer-based language models, setting a new
standard for NLP models. MLM pre-training strategy for bidirectional language models in-
volves training the model to predict randomly masked tokens using the context of unmasked
tokens. This pre-training, a form of a self-supervised learning manner with cross-entropy loss,
enables a language model to extract generalization from large-scale text corpora. Additionally,
the pre-training strategy for autoregressive-based transformers primarily involves training the
model to predict the next token in a sequence based on the preceding tokens, utilizing cross-
entropy loss as the objective function. During inference, the next word is selected based on the
probabilities of the model, a process known as decoding, which can employ various strategies,
e.g., beam search, greedy decoding, and random sampling. These self-supervised pre-training
approaches leverage a text corpus as training data, eliminating the necessity for labeled data.
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Adapting language models for downstream tasks. Adapting pre-trained language models
for specific applications, known as downstream tasks, is important for leveraging the capabili-
ties of pre-trained models. This adaptation process, also called transfer learning, has become a
common practice in NLP, beginning with BERT [Devlin, 2019]. As proposed in BERT [Devlin,
2019], the primary strategy of adapting language models to downstream tasks involves a two-
step process: pre-training and fine-tuning. A language model is initially pre-trained on a large
corpus of unlabeled text data. Then, in the fine-tuning stage, the pre-trained model is further
trained on a smaller, task-specific dataset by updating all model parameters [Devlin, 2019].

Recent advancements in NLP have led to the development of large-scale language models,
with their performance significantly influenced by three main factors: the size of the model,
the size of the dataset, and the computational resources allocated for training. Increasing these
factors can enhance model performance, also known as scaling laws. However, the increasing
size and complexity of these models introduce challenges when adapting them to downstream
tasks, e.g., overfitting and catastrophic forgetting. These challenges create a shift from tradi-
tional fine-tuning methods to more innovative adaptation strategies.

Prompting is known as one of the earliest adaptation methods for large-scale pre-trained
language models, aimed at enabling these models to tackle downstream tasks effectively in
zero-shot settings [Brown, 2020a]. This approach involves the integration of human-crafted
sentences into the input of the model to guide the model in achieving specific tasks without
additional training. Additionally, in-context learning [Brown, 2020a] represents a variation of
prompting in which the input prompt contains multiple task examples to guide the language
model in understanding and performing the new tasks.

Despite the effectiveness of prompting for leveraging large language models for various
tasks, the complexity of designing handcrafted prompts does not always lead to optimal per-
formance for specific tasks and is time-consuming. Consequently, these challenges have led to
exploring alternative training-based adaptation strategies to eliminate the need for handcrafted
prompts and enhance model performance. The emerged strategies include prompt learning [Li,
2021; Liu, 2021a; Liu, 2022a], adapter layers [Houlsby, 2019], BitFit [Zaken, 2022], low-rank
adaptation (LoRA) [Hu, 2022], and QLoRA [Dettmers, 2023].
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Prompt learning [Li, 2021; Liu, 2021a; Liu, 2022a] involves learning task-specific prompts
while keeping the language model frozen. Adapter layers [Houlsby, 2019] introduce additional
trainable modules into each transformer layer, consisting of linear mappings with the resid-
ual connection. BitFit [Zaken, 2022] involves updating only all bias terms of the model or
a portion of them. LoRA [Hu, 2022] incorporates trainable matrices based on rank decom-
position into each transformer layer while keeping the pre-trained model parameters frozen.
QLoRA [Dettmers, 2023] utilizes a method where gradients are backpropagated through a
frozen, 4-bit quantized pre-trained language model into low-rank adapters to reduce memory
requirements for fine-tuning large-scale language models. In this thesis, we utilize prompt learn-
ing and adapters while keeping our vision and language models frozen, as detailed in Chapter 4.

2.2 Vision models

Computer Vision (CV) aims to enable machines to process and comprehend visual data sim-
ilarly to human visual perception. CV has diverse applications in both visual and multimodal
domains, e.g., object recognition, image segmentation, visual tracking, image/video captioning,

and visual question answering. In this thesis, we specifically focus on video question answering,
which requires an understanding of the visual semantics in videos. This challenge highlights the
key role of vision models, which transform the raw inputs from images or videos into visual rep-
resentations.

This section provides an overview of the evolution of vision models, which has primarily
been centered around enhancing visual representation. Thus, we present an overview of the
evolution of image representations in Subsection 2.2.1 due to their significant impact on the
video domain. Subsequently, we briefly discuss video representations in Subsection 2.2.2.

2.2.1 Image representations

Evolution of image models. Initial approaches, e.g., Histogram of Oriented Gradients

(HOG) and Scale-Invariant Feature Transform (SIFT) [Lowe, 2004], focused on extracting
handcrafted features from images as visual representation. HOG computes the magnitude and
direction of the gradients at each pixel to capture the edges and textures within an image, group-
ing these into histograms within small image regions called cells. These histograms are normal-
ized and combined across larger regions to form a feature vector that describes the shape and
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appearance of an object. SIFT detects key points in images and generates distinctive feature
vectors that are invariant to scale and orientation. SIFT aims to facilitate the comparison and
matching of different perspectives of an object or scene. While these methods were pioneering
for their time, they were limited by their inability to capture complex patterns and manual fea-
ture engineering requirements.

The shift from handcrafted to learned features marked a significant evolution in the field.
Notably, LeNet-5 network [LeCun, 1998], a Convolutional Neural Network (CNN) designed
for recognizing characters, incorporates convolutional, pooling, and fully connected layers. It
demonstrates the feasibility of using CNNs for practical applications, establishing a founda-
tional structure for the evolution of CNNs.

A significant advancement in CV emerged with the introduction of ImageNet dataset [Deng,
2009] and ImageNet Large Scale Visual Recognition Challenge (ILSVRC), with its extensive
collection of labeled images. ImageNet dataset [Deng, 2009] provides the necessary data for
training deep learning models, particularly CNN. The dataset is coupled with advancements in
computational power, especially Graphics Processing Unit (GPU), and training deeper models
became feasible. Notably, the introduction of AlexNet [Krizhevsky, 2012] transformed the field
by demonstrating the power of CNNs to learn feature representations directly from large-scale
data.

Following AlexNet [Krizhevsky, 2012], considerable progress has been achieved in the de-
velopment of CNN architectures and their training methods. Particularly, GoogleNet [Szegedy,
2015] proposes inception modules by using concatenated filters of different sizes in the same
layer to efficiently capture information at various scales. It significantly increases the depth
and width of the network without increasing the computational complexity. Moreover, Batch
Normalization (BN) [Ioffe, 2015] accelerates the training by normalizing layer inputs for each
training mini-batch. This method enables higher learning rates while reducing the importance
of initializing network weights. BN also inherently serves as a regularizer, helping to prevent
overfitting. Thus, BN is an invaluable technique for optimizing and generalizing deep learn-
ing models. Furthermore, ResNet [He, 2016] proposes the concept of residual connections by
redefining layers to learn residual functions in relation to their inputs. Residual networks fa-
cilitate the training of deeper models by effectively addressing the optimization challenge and
enhancing the performance of the model through increased depth.
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CNNs have been applied to a wide range of computer vision tasks beyond image classifi-
cation [Simonyan, 2014b; Szegedy, 2015; He, 2016], including object detection [Ren, 2015;
Redmon, 2016], semantic segmentation [Ronneberger, 2015; Badrinarayanan, 2017]. CNNs
leverage the spatial hierarchy of features in images, enabling models to learn from simple edges
to complex abstract concepts through multiple layers of transformation by learning from data.
Consequently, CNNs significantly enhance model performance and generalization capabilities
and overcome the constraints of handcrafted feature extraction approaches. Despite their suc-
cess, CNNs inherently focus on extracting local patterns and textures through their convolu-
tional filters, limiting their ability to process global image context.

Inspired by the success of transformers in NLP, vision transformer architectures have emerged
as a powerful alternative to CNNs, demonstrating impressive performance across a variety of
CV tasks, including image classification [Dosovitskiy, 2021; Liu, 2021b], object detection [Car-
ion, 2020a; Zhang, 2023], semantic segmentation [Strudel, 2021]. These models utilize self-
attention mechanisms to effectively capture global dependencies within an image, address-
ing the key limitations of CNNs in handling comprehensive visual information. Notably, ViT
[Dosovitskiy, 2021] successfully adapts the transformer architecture without relying on convo-
lutional layers to image recognition tasks, while prior methods combine CNNs with transformer
architecture or self-attention mechanism [Carion, 2020b; Wu, 2020]. Furthermore, many vari-
ants of ViT architecture [Touvron, 2021; Han, 2021; Wang, 2021; Yuan, 2021a; Touvron, 2022;
Chu, 2023] have been proposed to address different challenges, including reducing the com-
putational costs of the attention mechanism, increasing data efficiency, and enhancing train-
ing procedures. Next, we briefly explain the adaptation of transformers for vision, specifically
through the ViT architecture [Dosovitskiy, 2021], as utilized in this thesis.

Adaptation of transformers for vision. The transformer architecture is explained in Sub-
section 2.1.2. In this section, we introduce vision transformers by highlighting changes to adapt-
ing transformers into visual data, specifically describing ViT architecture [Dosovitskiy, 2021]
as an employed model in this thesis.

Vision transformers treat images as sequences of patches, similar to text tokens in NLP. As
demonstrated in Figure 2.4, each image is divided into smaller patches, which are then flat-
tened and linearly embedded to produce vectors of the same dimensionality as the transformer
model. This approach enables the model to process the image sequentially, with positional en-
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Figure 2.4 – ViT model overview. Image sourced from [Dosovitskiy, 2021].

codings to provide spatial relationships between patches, similar to how positional information
is preserved in text sequences. This method allows transformers to interpret images within a
sequence, offering a novel approach to visual data analysis.

Similar to BERT [Devlin, 2019], ViT employs a learnable classification token, denoted as
[CLS], which is prepended to the sequence of embedded patches. This token is passed through
the transformer layers and aggregates information across the image. ViT transformer encoder
is based on the original transformer encoder [Vaswani, 2017] as explained in Subsection 2.1.2.
Following the transformer encoder, the classification token is used for predictions through an
MLP head. ViT trained on image classification through supervised learning.

Learning paradigms. Self-supervised pre-training for image models creates a shift from
traditional supervised techniques, facilitating learning of image representations directly from
unlabeled images. A variety of approaches are employed for self-supervised learning in image
models, including handcrafted pretext tasks, e.g., predicting image rotations [Gidaris, 2018]

or solving jigsaw puzzles [Noroozi, 2016], contrastive learning [Chen, 2020c; He, 2020; Chen,
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2021], clustering-based methods [Asano, 2020; Caron, 2020], masked image modeling [Bao,
2022; Zhou, 2022a], and generative image modeling [Chen, 2020b]. Notably, SimCLR [Chen,
2020c] utilizes augmented versions of the same image to learn similar representations, empha-
sizing the contrast between different images to enhance feature learning. MoCo [He, 2020] in-
troduces a dynamic representation dictionary with a query encoder and a momentum-driven en-
coder, enhancing contrastive learning through a key queue for comparing positive pairs against
extensive negative samples. BYOL [Grill, 2020] eliminates the requirement for pairing neg-
ative samples in contrastive learning by using two neural networks, called online and target
networks. The online network predicts the representations of the same in different views gen-
erated by the target network, while the target network is updated by the moving average of the
online network. DINO [Caron, 2021] enhances self-supervised learning in vision transformers
using a self-distillation approach where the network learns to predict its own softened outputs
across different views of the same image. BYOL focuses on minimizing the mean squared error
between the feature representations of the online and target networks, while DINO uses cross-
entropy loss to align the softmax output distributions of the student and teacher networks. On
the other hand, iBOT [Zhou, 2022a] enhances masked image modeling by adopting a knowl-
edge distillation to extract knowledge from the online tokenizer, optimized through momentum
update.

Alternatively, visual representations can be learned from natural language supervision [Sariy-
ildiz, 2020; Desai, 2021; Radford, 2021; Jia, 2021]. Since this approach is aligned with multi-
modal learning, we will further explore in Section 2.3.

2.2.2 Video representations

Introduction and datasets. Video representation requires capturing and understanding tem-
poral dynamics beyond image representation. Advancements in this field have primarily been
driven by the task of action recognition and the utilization of benchmark datasets, includ-
ing HMDB51 [Kuehne, 2011], UCF101 [Soomro, 2012], Sports-1M [Karpathy, 2014], Activi-
tyNet [Caba Heilbron, 2015], Charades [Sigurdsson, 2016], Kinetics [Kay, 2017], Something-
Something [Goyal, 2017a], AVA [Gu, 2018]. These datasets can be used to train video models
and, importantly, serve as primary benchmarks for evaluating the performance of video rep-
resentation methods along with other video understanding tasks, e.g., text-to-video retrieval,

action localization, action segmentation.
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Early approaches to CNN-based architectures. Progress in video model architectures has
been significantly influenced by image models. Early works relied on handcrafted features to en-
code appearance and motion [Baccouche, 2010]. After the success of CNNs in image represen-
tation learning, 2D CNNs enhanced with temporal modules emerged as a standard architecture
for video models [Simonyan, 2014a; Karpathy, 2014; Yue-Hei Ng, 2015; Donahue, 2015; Wang,
2018; Lin, 2019]. In terms of temporal modeling, two stream networks [Simonyan, 2014a] is in-
troduced to designed to process RGB frames and optical flow through two independent streams,
before merging their outputs using a late fusion strategy. Additionally, the sequential nature of
video data led to the adoption of RNN [Yue-Hei Ng, 2015; Donahue, 2015] to enhance temporal
analysis.

Furthermore, 3D CNNs have been proposed for extracting spatial-temporal features directly
from video data [Tran, 2015; Carreira, 2017] due to the limitations of 2D CNNs in capturing
temporal relationships. However, 3D CNNs have more computational requirements than 2D
CNNs, which leads to investigating adaptable and efficient architectural solutions. For instance,
SlowFast [Feichtenhofer, 2019] employs dual pathways to analyze videos at different frame
rates, effectively capturing both slow and fast motions. In addition, X3D [Feichtenhofer, 2020]
presents a scalable architecture that systematically expands standard 2D CNNs into more effi-
cient 3D counterparts.

Transformer-based architectures. Following the introduction of vision transformers for
image classification, adapting them for video classification tasks has been promising due to their
ability to incorporate temporal data. Specifically, ViViT [Arnab, 2021] and TimeSformer [Berta-
sius, 2021] explore variants of space-time factorization by adapting ViT architecture [Dosovit-
skiy, 2021] for video models. Moreover, Video Swin Transformer [Liu, 2022c] extends the Swin
Transformer architecture [Liu, 2021b] to video understanding, leveraging hierarchical, shifted
window-based self-attention mechanisms for efficient and scalable video processing.

Learning paradigms. Inspired by advancements in image representation learning, self-
supervised pre-training of video models has emerged as an alternative to supervised learning
methods for video representation learning. This approach allows learning video representations
directly from videos, eliminating labeled data requirements. It employs a variety of objectives,
including contrastive learning [Dave, 2022], temporal order prediction [Misra, 2016], masked
video modeling by prediction of discrete tokens [Wang, 2022], prediction of features [Wei,
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2022], or directly reconstructing the pixels [Tong, 2022]. Furthermore, the exploration of train-
ing of video models has extended beyond videos [Miech, 2020b; Alayrac, 2020; Akbari, 2021;
Han, 2022; Zhao, 2023], incorporating audio, text, or both modalities, where audio modality can
also be in text form through ASR. Employing additional modalities to supervise video models
extends beyond only video-centered tasks to video and language tasks; therefore, we will further
explore in Section 2.3.

2.3 Vision-language models

In this section, we first provide an overview of the evolution of vision-language models
in Subsection 2.3.1. Subsequently, we explore recent advancements in vision-language models
by focusing on model architectures and learning paradigms in Subsection 2.3.2.

2.3.1 Evolution of vision-language models

Video-language tasks. Vision-language models have significantly broadened the scope of
multimodal understanding and generation, introducing diverse tasks that enable bridging the gap
between visual information and language. We discuss vision-language models mainly focusing
on video-language tasks, specifically, text-video retrieval [Chen, 2011; Xu, 2016; Rohrbach,
2017; Krishna, 2017a], which aims to find relevant video segments corresponding to textual
queries, video captioning [Xu, 2016; Krishna, 2017a; Zhou, 2018], which involves generating
descriptive text for videos, and video question answering [Xu, 2017; Jang, 2017; Lei, 2018;
Yu, 2019; Garcia, 2020b; Yang, 2021], which involves answering questions about videos.

Early approaches with pre-extracted features. Initial approaches to developing video
language models heavily relied on extracting video and text features offline, utilizing distinct
models for action recognition [Tran, 2015; Carreira, 2017; Xie, 2018], image recognition [He,
2016], and word representations [Mikolov, 2013; Pennington, 2014; Bojanowski, 2017]. Sub-
sequently, these pre-extracted features are fused to address specific video-language tasks. The
fusion techniques often employ CNNs for spatial understanding and LSTMs for temporal se-
quence learning [Venugopalan, 2015b; Venugopalan, 2015a; Na, 2017; Lei, 2018; Liang, 2018].

Attention mechanism and transformers. The introduction of the attention mechanism [Bah-
danau, 2015] and transformer architecture [Vaswani, 2017] marked a significant shift in the de-
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velopment of vision-language models. Attention mechanisms and transformers are initially uti-
lized along with pre-extracted visual and textual features to allow cross-modal interactions for
different video-language tasks [Yu, 2018; Kim, 2018; Kim, 2019a; Kim, 2020b; Iashin, 2020b;
Iashin, 2020a]. For instance, JSFusion [Yu, 2018] employs recursively learnable attention mod-
ules to measure semantic similarity between multimodal sequence data for video question an-
swering and text-video retrieval. MDVC [Iashin, 2020b] utilizes a transformer architecture to
encode pre-extracted feature representations of each modality, and then these encoded repre-
sentations are fused to perform video captioning.

Pre-training paradigm. Inspired by the success of BERT [Devlin, 2019] in the NLP field,
the vision-language domain has widely adopted pre-training as a common approach. This ap-
proach generally involves pre-training models on large-scale image-text or video-text pairs
datasets to learn rich, joint visual and language representations, rather than relying solely on
separately extracted representations. Then, these learned representations can then be fine-tuned
for a variety of tasks with minimal adjustments to the architecture of the model. Notably, image-
text pre-training approaches [Lu, 2019; Tan, 2019; Chen, 2020d; Zhou, 2020; Radford, 2021;
Jia, 2021] have expanded to include video-language pre-training [Sun, 2019; Zhu, 2020; Miech,
2020a]. In the following section, we will discuss pre-training strategies in detail.

2.3.2 Model architectures and learning paradigms

This section provides an overview of the pre-training paradigms for vision-language models
by exploring recent developments in model architectures and important datasets. We will dis-
cuss common pre-training objectives and parameter-efficient adaptations of large-scale models.

Image-text pre-training. Initial image-text pre-training approaches, e.g., ViLBERT [Lu,

2019], LXMERT [Tan, 2019], UNITER [Chen, 2020d], VLP [Zhou, 2020], have been proposed
to learn joint vision-language embeddings and unify various vision-language tasks. Subse-
quently, larger datasets were utilized for pre-training, e.g., CLIP [Radford, 2021], ALIGN [Jia,

2021], LIT [Zhai, 2022], Florence [Yuan, 2021b], significantly improving their generalization
capabilities across a wide range of tasks.

The learning of joint vision and language embeddings not only facilitates tasks that in-
volve both vision and language but also enhances the learning of visual representations for
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Figure 2.5 – CLIP model overview. Image sourced from [Radford, 2021].

purely vision tasks e.g., action recongition, under the language supervision [Sariyildiz, 2020;
Desai, 2021; Radford, 2021; Jia, 2021]. This approach serves as an alternative to traditional
label supervision and self-supervision, as mentioned in Section 2.2. Particularly, CLIP [Rad-
ford, 2021] learns a shared representation space where similar concepts in text and images are
closely aligned through a contrastive learning approach. As shown in Figure 2.5, CLIP pro-
cesses images and text separately through two encoders: a vision encoder utilizing a vision
transformer, specifically ViT [Dosovitskiy, 2021], and a text encoder operating as a transformer
encoder model. After each encoder produces embeddings, CLIP projects these embeddings into
the shared space, allowing them to be directly compared. CLIP is pre-trained on a diverse and
large-scale dataset, including 400 million image-text pairs collected from a variety of publicly
available sources on the internet. CLIP can perform various image-related tasks without task-
specific training data. Specifically, CLIP has the ability to classify images by evaluating simi-
larities between the embedding of images and the embeddings of text descriptions of potential
categories. Then, it assigns a class label to an image based on the text embedding that shows
the highest similarity, which refers to zero-shot prediction.

In addition to image-based tasks, CLIP features have been employed for video tasks [Lin,
2022; Ju, 2022; Ni, 2022; Luo, 2022; Yang, 2022b], demonstrating their applicability to video
analysis. Consequently, we leverage the CLIP vision encoder for frame-level feature extraction
from videos in this thesis. Beyond CLIP, we introduce a method to obtain video-level repre-
sentations from CLIP features, which will be detailed in Chapter 4. This approach allows for
a more holistic understanding of video, bridging the gap between image understanding and the
dynamic nature of videos.
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Figure 2.6 – VideoBERT model overview. Image sourced from [Sun, 2019].

Video-text pre-training. Recent works have been proposed to learn joint video-language
embeddings and unify multiple video-language tasks, leveraging techniques from image pre-
training. VideoBERT [Sun, 2019] is a pioneer work in video-text pre-training, adapting and ex-
tending BERT [Devlin, 2019] to video by using a collection of cooking videos from YouTube.
The process involves segmenting videos into short clips; each clip is analyzed using a pre-
trained S3D network to extract feature vectors. These vectors are subsequently clustered to
form a vocabulary of visual tokens. As illustrated in Figure 2.6, a BERT-based encoder pro-
cesses both textual and visual tokens to predict masked tokens. These learned representations
are employed to train a transformer-based method for video captioning.

The introduction of the HowTo100M dataset [Miech, 2019a], a large-scale and noisy col-
lection of video-text pairs, has enhanced the pre-training of video-language models for vari-
ous video-language tasks, including video question answering [Zhu, 2020; Seo, 2021], text-
video retrieval [Patrick, 2021; Zhu, 2020; Gabeur, 2020], and video captioning [Zhu, 2020;
Seo, 2022]. Despite providing an extensive collection of video-text pairs, the high noise den-
sity of the HowTo100M dataset requires considerable computational resources to achieve com-
petitive results. The MIL-NCE loss [Miech, 2020a], specifically designed to tackle the issue
of misaligned narrations within the HowTo100M dataset, facilitates the learning of joint text-
video embeddings directly from unlabelled and uncurated narrated videos in an end-to-end
manner. Alternatively, due to these high computational demands, CLIPBERT [Lei, 2021] per-
forms pre-training on image-text pairs from COCO Captions [Chen, 2015] and Visual Genome
Captions [Krishna, 2017b] for text-video retrieval, and video question answering tasks.
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Furthermore, the Howto100M dataset is utilized in the pre-training phase of various works,
often relying on pre-trained modules to extract visual features following previous works. For in-
stance, ActBERT [Zhu, 2020], which leverages a transformer block to integrate global actions,
local objects, and linguistic descriptions. HERO [Li, 2020] utilizes two types of transformers,
which are cross-modal and temporal transformers, to hierarchically encode multimodal inputs,
capturing both local and global video contexts. UniVL [Luo, 2020] introduces a transformer-
based architecture, including two single-modal encoders, a cross-encoder, and a decoder, to
perform multimodal understanding and generation tasks through a two-stage pre-training pro-
cess, initially focusing on video-text contrastive learning followed by various pre-training ob-
jectives. VideoCLIP [Xu, 2021] proposes a unified model trained with contrastive learning that
achieves zero-shot capabilities. The model enhances video-text alignment through pre-training
with temporally overlapping video-text pairs and improves video-text similarity learning using
a retrieval method that incorporates challenging negative pairs from different videos.

Building on the paradigm of end-to-end transformer-based image-text pre-training, which
incorporates image encoders for processing raw inputs rather than using pre-extracted visual
features, similar approaches have been extended to video-language models. For instance, MER-
LOT [Zellers, 2021] trains its image encoder from scratch by introducing the YT-Temporal-
180M [Zellers, 2021] dataset, which not only includes the HowTo100M dataset but also offers
a significantly larger and more diverse range of video content. MERLOT integrates frame-level
and video-level objectives to holistically understand and interpret dynamic visual content. This
strategy uses masked language modeling, masked frame modeling, and frame order modeling
objectives. Similarly, VIOLET [Fu, 2021] introduces an end-to-end video-language framework
that integrates a video transformer and a new pre-training task called masked visual-token mod-
eling to effectively capture the temporal dynamics of videos. All-in-one [Wang, 2023] proposes
a unified encoder architecture for processing both visual and textual inputs, by introducing a to-
ken rolling operation to handle temporal data without adding model complexity. This approach
allows the network to be used as a dual-stream framework to process text-video retrievable tasks
efficiently. LAVENDER [Li, 2023b] proposes a unified video-language framework by eliminat-
ing task-specific architectures using a single masked language modeling head for all pre-training
and downstream tasks. Furthermore, UnIVAL [Shukor, 2023b] presents a unified model to pro-
cess image, video, and audio by leveraging multimodal curriculum learning strategy and weight
interpolation.
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Figure 2.7 – Frozen in Time model overview. Image sourced from [Bain, 2021].

Additionally, the introduction of the WebVid-2M dataset [Bain, 2021], which includes 2.5
million video-text pairs, marks a significant advancement in the field and it has been employed
extensively [Bain, 2021; Fu, 2021; Yang, 2022b; Li, 2023b; Wang, 2023]. In this thesis, we also
utilize the WebVid-2M dataset. Compared to HowTo100M, the WebVid dataset [Bain, 2021] is
considerably smaller in terms of video duration and number of video-text pairs, but it is man-
ually generated, well-formed sentences that are accurately aligned with the video content. In
contrast, the HowTo100M relies on automatically generated captions from narrations that of-
ten contain incomplete sentences, lack punctuation, and do not always correspond to the visual
content, introducing potential mismatches and noise. Furthermore, the OBELICS dataset [Lau-
rençon, 2023] introduces a curated collection of 141 million English web documents, resulting
in 353 million images and 115 billion tokens. It enhances multimodal training with long-form
text with images, surpassing the typical short or non-grammatical image-text pairs. Moreover,
the Cauldron dataset [Laurençon, 2024] comprises a collection of 50 vision-language datasets
designed for a variety of tasks, including visual question answering, captioning, and document
understanding. Each dataset is formatted into a unified question-answer structure that supports
multi-turn conversations. Additionally, it is further improved by text-only instruction datasets
for complex instruction following and problem-solving.

Alongside the unified frameworks previously mentioned, various studies adopt the pre-
training and fine-tuning paradigm, focusing specifically on individual tasks [Bain, 2021; Luo,
2022]. This thesis similarly employs this paradigm, particularly focusing on video question an-
swering. For instance, Frozen-in-time [Bain, 2021] introduces an end-to-end video-text retrieval
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model that utilizes a dual encoder architecture based on transformers. This model can be flex-
ibly trained on both video and image datasets, as demonstrated in Figure 2.7. Additionally, it
incorporates curriculum learning by initially training on a smaller number of input frames and
then gradually increasing the frame numbers as training progresses, enhancing training effi-
ciency. Additionally, CLIP4Clip [Luo, 2022] leverages the CLIP model for video-text retrieval
in an end-to-end manner, integrating two single-modal encoders built upon the pre-trained CLIP
model and a similarity calculator to process video-text pairs.

Pre-training objectives. Recent methods utilize different vision-language pre-training ob-
jectives, either individually or in combination. The most common objectives include visual-text
contrastive learning [Luo, 2020; Radford, 2021; Xu, 2021; Zellers, 2021; Fu, 2021; Wang, 2023]
and visual-text matching [Luo, 2020; Fu, 2021; Wang, 2023] to learning video and text rep-
resentations through alignment and matching mechanisms, respectively. Additionally, masked
language modeling [Li, 2020; Luo, 2020; Fu, 2021; Wang, 2023; Li, 2023b; Zellers, 2021],
masked frame modeling [Li, 2020; Luo, 2020], and masked video modeling [Fu, 2021], all of
which aim to predict masked elements in multimodal data. Moreover, language modeling [Luo,
2020; Shukor, 2023b] predicts subsequent words in sequences. Furthermore, HERO [Li, 2020]
introduces new pre-training tasks such as video-subtitle matching, which requires aligning sub-
titles with video clips globally and locally, and frame order modeling, which involves reordering
shuffled video frames. Additionally, VIOLET [Fu, 2021] introduces masked visual-token mod-
eling by employing a discrete variational autoencoder that tokenizes and reconstructs visual
inputs into discrete tokens, each corresponding to spatial image patches.

Parameter-efficient adaptations of large-scale models. The emergence of large-scale lan-
guage models has significantly impacted the field of vision language tasks, particularly in
adapting to multimodal tasks with limited data scenarios. As discussed in Subsection 2.1.3,
parameter-efficient adaptation methods for language models, including prompt learning [Li,
2021; Liu, 2021a; Liu, 2022a], adapter layers [Houlsby, 2019], BitFit [Zaken, 2022], low-rank
adaptation (LoRA) [Hu, 2022], and QLoRA [Dettmers, 2023], are extendable to multimodal
approaches. These methods typically involve freezing the parameters of vision and language
models while introducing new, learnable parameters. They often employ a mapping strategy
to bridge the gap between modalities. By leveraging existing knowledge in both language and
visual understanding, these adaptations enhance model capabilities in zero-shot and few-shot
learning scenarios for multimodal tasks.
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Recent works in multimodal research concentrate on adapting large-scale language mod-
els [Tsimpoukelli, 2021; Mokady, 2021; Alayrac, 2022; Yang, 2022b; Han, 2023; Li, 2023a].
Notably, Frozen [Tsimpoukelli, 2021] integrates a vision encoder with a frozen language model.
The vision encoder is trained from scratch on image-caption pairs to perform zero-shot image-
text tasks, including image question answering. ClipCap [Mokady, 2021] introduces a method
for learning a mapping network between vision and language models while keeping the mod-
els frozen for the task of image captioning. Moreover, FrozenBiLM [Yang, 2022b] employs
a frozen bidirectional language model and vision model, incorporating lightweight, learnable
adapter layers to facilitate zero-shot video question answering, including a pre-training stage
on video-caption pairs using a masked language modeling objective. Flamingo [Alayrac, 2022]
uses a frozen auto-regressive language model with trainable cross-attention layers that incorpo-
rate vision and language input, trained on an extreme-scale dataset. Furthermore, BLIP-2 [Li,
2023a] leverages frozen language and vision models by introducing Q-Former as a mapping
network, which is pre-trained in representation learning and generative learning stages. It per-
forms various vision-language tasks, including visual question answering, image captioning,
and image-text retrieval. Additionally, eP-ALM [Shukor, 2023a] enhances an auto-regressive
language model by augmenting it with perception through several modality-specific encoders.
This approach strategically focuses on training a minimal number of parameters for downstream
multimodal tasks, eliminating the need for extensive multimodal pre-training.

In this thesis, we focus on zero-shot and few-shot video question answering by leveraging
frozen vision and language models, as detailed in Chapter 4. Our method incorporates visual
inputs to a frozen language model using lightweight learnable adapter layers, similar to Frozen-
BiLM [Yang, 2022b]. Furthermore, we introduce a novel visual mapping network that summa-
rizes the video input while allowing for temporal interaction. For the first time, we introduce
multimodal prompt learning for video question answering, where our architecture incorporates
learnable prompts integrated into the visual and textual inputs. Specifically, visual prompts are
incorporated into the visual mapping network, and the language model integrates learnable text
prompts in the key and value of multi-head attention in each layer of the language model.
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This chapter addresses long-range Video Question Answering (VideoQA), which involves
analyzing videos that extend beyond a few seconds or minutes. For instance, while watching a
TV show, a viewer might wonder about events or details from earlier in the episode.
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Scene Description
(Scene B)

Kripke: ...his name is gonna be Scrap Metal.
Leonard: Come on. Is that really necessary?
Sheldon: Leonard, I believe it is. This is trash
talk. Trash talk is a traditional component in all

sporting events.
...

Sheldon: Kripke... ...your robot is inferior and
it will be defeated by ours... ...because ours
exceeds yours in both design and execution.

Dialog

Kripke is going to name his robot Scrap Metal.
Sheldon and Leonard are going to defeat

Kripke's robot because theirs is better in design and
execution.

Scene Dialog Summary

... Leonard and Raj have built a robot
called Monte. Kripke is going to enter him in

the Southern California Robot Fighting
League Round Robin Invitational. ...

Episode Dialog Summary

What did the guys name their robot?

A) Killer Robot
B) Terminator
C) Monte
D) Crippler

QA (Scene B)

Monte

Predicted Answer

Raj: ...but he does it with real sensitivity.
No one: (LISPING)

Kripke (arriving): Hey, Hofstadter. Word around
the plasma lab is you built a robot?

Leonard: - Yes, we did, Kripke.
Sheldon: - His name is Monte.

Kripke: Well, if you have any delusions about
entering him against the Kripke Crippler... ...in the
Southern California Robot Fighting League Round
Robin Invitational... ...AKA the SCRFLRRI... ...his

name is gonna be Scrap Metal.

Leonard and Raj have built a robot called Monte.
Kripke is going to enter him in the Southern

California Robot Fighting League Round Robin
Invitational.

Scene Dialog Summary

Dialog

Scene BScene A

Dialog
(Scene B)

VideoQA

Figure 3.1 – In VideoQA, a question is associated with Scene B, but it can only be answered by
information from Scene A. We generate episode dialog summaries from subtitles and give them
as input to our VideoQA system, dispensing with the need for external knowledge.

As is illustrated in Figure 3.1, in scene B on the right, a robot competition is discussed,
but the robot’s name, which is the subject of the question, is not mentioned. However, in scene
A from the same episode on the left, a character named Sheldon reveals their robot’s name as
Monte; thus, the information needed to answer the question can be sourced from this earlier
scene. This indicates that long-range video question answering requires a high-level under-
standing of the entire video, but obtaining narratives from raw data is extremely challenging.
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Although the answers could be in the dialog, the raw dialog is often informal and repetitive;
searching through all available durations of such a noisy source is error-prone and impractical.

Modern video question answering systems often use additional human-made sources like
plot synopses, scripts, or knowledge bases. On the contrary, we present a new approach to un-
derstanding the story without external sources. Inspired by the trend of video captioning, we
go a step further and apply the same idea to dialog: we summarize raw dialog, converting it
into text description for question answering. After generating scene dialogue summaries for all
scenes, we combine them to create a comprehensive episode dialogue summary. In this way, we
automatically generate narrative stories derived from the video content.

The content of this chapter corresponds to our ICCV 2021 publication, On the hidden trea-

sure of dialog in video question answering [Engin, 2021b].

3.1 Introduction

Deep learning has accelerated progress in vision and language tasks. Visual-semantic em-

beddings [Kiros, 2014; Frome, 2013] have allowed zero-shot learning, cross-modal retrieval and
generating new descriptions from embeddings. Image captioning [Vinyals, 2015] and VQA [An-
tol, 2015] have demonstrated generation of realistic natural language description of images and
a great extent of multimodal semantic understanding. The extension to video captioning [Kr-
ishna, 2017a; Venugopalan, 2015a] and VideoQA [Tapaswi, 2016a; Lei, 2018] has enabled
further progress because video requires a higher level of reasoning to understand complex
events [Zellers, 2019].

VideoQA systems typically have similar architecture focusing on multimodal embeddings
or descriptions, temporal attention and localization, multimodal fusion, and reasoning. While
it is often hard to isolate progress in individual components, there are some clear trends. For
instance, custom self-attention and memory mechanisms for fusion and reasoning [Na, 2017;
Kim, 2018; Fan, 2019] are gradually being streamlined by using transformer architectures [Urooj,
2020; Kim, 2020b; Yang, 2020]; while visual embeddings [Tapaswi, 2016a] are being replaced
by semantic embeddings [Lei, 2018] and text descriptions by captioning [Kim, 2020a; Chadha,
2020].
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Datasets are essential for progress in the field, but often introduce bias. For instance, ques-
tions from text summaries are less relevant to visual information [Tapaswi, 2016a]; supervised
temporal localization [Lei, 2018] biases system design towards two-stage as localization and
answering [Lei, 2019; Kim, 2020b]; fixed question structure focusing on temporal localiza-
tion [Lei, 2018] often results in mere alignment of questions with subtitles and matching an-
swers with the discovered context [Kim, 2020a], providing little progress on the main objective,
which is to study the level of understanding.

Bias can be removed by removing localization supervision and balancing questions over
different aspects of comprehension, for instance visual, textual, or semantic [Garcia, 2020b].
However, the requirement of external knowledge, which can be in the form of hints or even
ground truth, does not leave much progress in inferring such knowledge from raw data [Garcia,
2020b]. Even weakening this requirement to plain text human-generated summaries [Garcia,
2020a], still leaves a system unusable in the absence of such data.

Recent methods often rely on additional human-generated sources like plot synopses, scripts,
video descriptions, or knowledge bases [Garcia, 2020b; Garcia, 2020a]. In contrast, we aim to
understand videos directly from raw data. The secret lies in the dialog: unlike any prior work,
we treat dialog as a noisy source to be converted into text description via dialog summarization,
much like recent methods treat video. The input of each modality is encoded by a language in-
dependently, and a simple fusion method combines all modalities, using soft temporal attention
for localization over long inputs. Our model outperforms the state of the art on the KnowIT
VQA dataset by a large margin, without using question-specific human annotation or human-
made plot summaries. It even outperforms human evaluators who have never watched any whole
episode before.

Our finding is astounding: our dialog summary is not only a valid replacement for a human-
generated summary in handling questions that require knowledge of a whole story, but it out-
performs them by a large margin.

Our contributions can be summarized as follows:

1. We apply dialog summarization to video question answering for the first time.

2. Building on a modern VideoQA system, we convert all input sources into plain text de-

scription.
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3. We introduce a weakly-supervised soft temporal attention mechanism for localization.

4. We devise a very simple multimodal fusion mechanism that has no hyperparameters.

5. We set a new state of the art on KnowIT VQA dataset [Garcia, 2020b] and we beat non-
expert humans for the first time, working only with raw data.

3.2 Related work

Video question answering. Progress on video question answering has been facilitated and
driven by several datasets and benchmarks. VideoQA by Tapaswi et al. [Tapaswi, 2016a] ad-
dresses answering questions created from plot synopses using a variety of input sources, in-
cluding video, subtitles, scene descriptions, scripts and the plot synopses themselves. Methods
experimenting on MovieQA focus on memory networks capturing information from the whole

movie by videos and subtitles [Na, 2017; Kim, 2019b], scene-based memory attention networks
to learn joint representations of frames and captions [Kim, 2018], and LSTM based sequence
encoders to learn visual-text embeddings [Liang, 2018].

TVQA [Lei, 2018] and TVQA+ [Lei, 2019] address scene-based questions containing tem-

poral localization of the answer in TV shows, using video and subtitles. The questions are
structured in two parts: one specifying a temporal location in the scene and the other requesting
some information from that location. This encourages working with more than one modalities.
Methods experimenting on these datasets focus on temporal localization and attention [Lei,
2019; Kim, 2020b], captioning [Kim, 2020a; Chadha, 2020] and transformer-based pipelines
capturing visual-semantic and language information [Yang, 2020; Urooj, 2020].

KnowIT VQA [Garcia, 2020b] is a knowledge-based dataset, including questions related
to the scene, the episode or the entire story of a TV show, as well as knowledge annotation

required to address certain questions, in the form of hints. Transformer-based methods are pro-
posed to address this task by employing knowledge annotation [Garcia, 2020b] or external
human-generated plot summaries [Garcia, 2020a]. Our method differs in substituting human-
generated knowledge by summaries automatically generated from raw dialog.

Dialog summarization. Dial2Desc dataset [Pan, 2018] addresses generating high-level short

descriptions from dialog using a transformer-based text generator. SAMSum corpus [Gliwa,
2019] is a human-annotated dialog summarization dataset providing speaker information. Meth-
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What did the guys name their robot?

A) Killer Robot      B) Terminator
C) Monte                D) Crippler

Inputs

Kripke is going to name his robot 
Scrap Metal. Sheldon and Leonard are
going to defeat Kripke's robot because
theirs is better in design and execution.

Sheldon, Dr. Beverly Hofstadter,
Leonard and Barry are sitting at a table

at The Caltech cafeteria.
(...)

Scene Dialog Summary

Video DescriptionVideo

Kripke: ...his name is gonna be
Scrap Metal.
Leonard: Come on. Is that really
necessary?
Sheldon: Leonard, I believe it is. 

Dialog

Streams Fusion

Episode Dialog
Summary Stream

Scene Dialog
Summary Stream

Video Stream

Converted Inputs

QA

QA

A) Killer Robot      
B) Terminator
C) Monte                
D) Crippler

Prediction

Fusion
Answer1

Fusion
Answer2

Fusion
Answer3

Fusion
Answer4

C
oncat

Fusion
Answer3

Fusion
Answer4

Fusion
Answer2 Softm

ax

QA

 (...) 
Leonard and Raj have built a robot

called Monte. 
(...)

Episode Dialog Summary
QA

Figure 3.2 – Our VideoQA system converts both video and dialog to text descrip-
tions/summaries, the latter at both scene and episode level. Converted inputs are processed
independently in streams, along with the question and each answer, producing a score per an-
swer. Finally, stream embeddings are fused separately per answer and a prediction is made.

ods experimenting on this dataset include existing document summarization methods [Gliwa,
2019], graph neural networks integrating cross-sentence information flow [Zhao, 2020] and
graph construction from utterance and commonsense knowledge [Feng, 2020]. Since dialog
differs from structured text and requires extraction of the conversation structure, recent work
focuses on representing the dialog from different views by sequence to sequence models [Chen,
2020a]. We follow this approach for our dialog summarization.

3.3 Overview

We address knowledge-based video question answering on TV shows. Each episode is split
in scenes. For each scene, we are given the video (frames) and dialog (speaker names fol-
lowed by subtitle text) and a number of multiple-choice questions. Certain questions require
high-level understanding of the whole episode or show. Garcia et al. [Garcia, 2020a] rely on
human-generated plot summaries (or plot for short), which we use only for comparison. Our
objective is to extract the required knowledge from raw data.

As shown in Figure 3.2, we first convert inputs into plain text description, including both
video (by visual recognition) and dialog (by summarization). A number of separate streams

then map text to embeddings, at the level of both scene (video and scene dialog summary) and
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episode (episode dialog summary and plot). The question and answers are embedded together
with the input text of each stream. A temporal attention mechanism localizes relevant intervals
from episode inputs. Finally, question answering is addressed both in a single-stream, and a
multi-stream scenario. The latter amounts to multimodal fusion.

3.4 Input description

All input sources, i.e., video, dialog and plot, are converted into plain text description be-
fore being used for question answering. Video is first converted into a scene graph by a visual
recognition pipeline and then to text description by a set of rules. Importantly, although already
in textual form, dialog is also converted into text description by dialog summarization. The plot,
already in text description form, is used as is, but for comparison only: our main contribution is
to replace human-generated plots by automatically generated descriptions.

3.4.1 Dialog

As the main form of human communication, dialog is an essential input source for video
understanding and question answering. We use dialog in three ways: raw dialog per scene, dia-

log summary per scene and the collection of dialog summary over a whole episode.

Raw scene dialog. As in all prior work, we use the raw dialog associated to the scene of the
question, as is. Although in textual form, it is not a text description. It may still contain more
information than dialog summary, which is important to investigate.

Scene dialog summary. Given the dialog associated with the scene of the question, we
convert this input source into text description by dialog summarization. Despite being of tex-
tual form, dialog is very different from text description: conversations are often informal, ver-
bose and repetitive, with few utterances being informative; while a description is a narrative in
third-person point of view with clear information flow structured in paragraphs [Chen, 2020a].
Identifying the speaking person is also substantial, especially with multiple people in a con-
versation. Rather than generic document summarization [Gliwa, 2019], we follow a dedicated
dialog summarization method [Chen, 2020a], which blends character names with events in the
generated summaries.
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A dialog is a sequence of utterances, each including a speaker (character) name and a
sentence (sequence of tokens). Each utterance is mapped to a vector embedding by Sentence-
BERT [Reimers, 2019]. The sequence of embeddings over the entire dialog is segmented ac-
cording to topic, e.g. greetings, today’s plan, etc. by C99 [Choi, 2000], as well as stage, e.g.
opening, intention, discussion, conclusion by a HMM [Althoff, 2016]. As a result, for each view

(topic or stage), the dialog is represented by a sequence of blocks, each containing several ut-
terances.

Given the above structure, the input is re-embedded, and the summary is generated using an
extension of BART [Lewis, 2020]. In particular, there is one encoder per view, mapping each
block to an embedding. An LSTM [Hochreiter, 1997] follows, aggregating the entire view into
one embedding, obtained as its last hidden state. The decoder attends over the output of each
encoder using a multi-view attention layer to weight the contribution of each view. It is auto-

regressive, using previous tokens from ground truth at training and previously predicted tokens
by the encoder at inference.

We train the HMM on the dialog sources of our VideoQA training set; otherwise, we use
Sentence-BERT and BART as used/trained by [Chen, 2020a]. Once a scene dialog summary is
generated, it is re-embedded by BERT [Devlin, 2019] like all other input sources, as discussed
in Section 3.5.

Episode dialog summary. We collect the scene dialog summaries for all scenes of an
episode, and we concatenate them into an episode dialog summary. Assuming that the episode
of the scene of the question is known, we make available the associated episode dialog summary
for question answering. This is a long input source and requires temporal attention, as discussed
in Subsection 3.5.3. Importantly, episode dialog summary is our most important contribution in
substituting plot summary with an automatically generated description.

3.4.2 Plot summary

As part of our comparison to [Garcia, 2020a], we use publicly available plot summaries 1,
already in text description form. Assuming that the episode of the scene of the question is
known, we make available the associated plot as is to help answering knowledge-based ques-

1. https://the-big-bang-theory.com/
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tions. A plot is shorter and higher-level than our episode dialog summary, but it is still long
enough to require temporal attention. It is important to investigate whether we can dispense
such a human-generated input and how much more information it contains relative to what we
can extract automatically.

3.4.3 Video

We use a visual recognition pipeline to convert raw input video into text description. Follow-
ing [Garcia, 2020a], this pipeline comprises four components: character recognition [Schroff,
2015], place recognition [Zhou, 2017], object relation detection [Zhang, 2019], and action

recognition [Wu, 2019]. The outputs of these components are character, place, object, relation
and action nodes. A directed video scene graph is generated by collecting all nodes along with
edges and then a textual scene description is obtained according to a set of predefined rules.

3.5 Single-stream question answering

As shown in Figure 3.2, there is one stream per input source, using a language model to
map inputs to embeddings. Following [Garcia, 2020a], we first attempt question answering on
each stream alone. In doing so, we learn a linear classifier while fine-tuning a language model
per stream. Unlike most existing works, this allows adapting to the data at hand, for instance, a
particular TV show.

In this section, we explain the language model and its inputs by differentiating scene from
episode inputs. In both input cases, the given question and candidate answer strings are denoted
as Xq and Xa

c for c = 1, . . . , nc, respectively, where nc is the number of candidate answers.

3.5.1 Language model

We use a language model as the backbone of our model architecture to represent text, us-
ing two segments at a time. Each segment is composed of one or more sentences. First, two
segments are tokenized into XA and XB, and fed into text embedding layer f t,

Z := f t(XA, XB), (3.1)
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where text embeddings Z ∈ Rd×s, d represents embedding dimension, and s is the sequence
length. In the text embedding layer f t, tokens are represented by WordPiece embeddings [Schus-
ter, 2012; Wu, 2016], concatenated with position embeddings representing their position in the
input sequence and segment embeddings, where segments are defined according to occurrences
of the separator token [SEP]. Then, text embeddings Z is fed into language model f

y := f(Z), (3.2)

where the output vector y ∈ Rd corresponding to token [CLS] is an aggregated representation

of the entire input sequence.

3.5.2 Scene input sources

Scene input sources refer to the scene of the question, i.e., raw scene dialog, scene dialog

summary or video. The tokenized input is denoted by X i. For each c = 1, . . . , nc, we jointly
embed X i, Xq and Xa

c with text embedding layer f t (3.1) as follows:

Zc := f t([X i Xq], Xa
c ). (3.3)

Then, Zc is fed into the language model f (3.2) to obtain d-dimensional vector

yc := f(Zc). (3.4)

A linear classifier with parameters w ∈ Rd, b ∈ R yields a score per candidate answer

oc := w⊤ · yc + b. (3.5)

The score vector o := [o1 . . . onc ] is followed by softmax and cross-entropy loss. At training,
we use f as pre-trained, and we fine-tune it while optimizing W, b on the correct answers of the
QA training set. At inference, we predict arg maxc oc.

3.5.3 Episode input sources

Episode input sources refer to the entire episode of the scene of the question, i.e., episode

dialog summary and plot. Because such input is typically longer than the transformer’s maxi-
mum sequence length smax, we split it into overlapping parts in a sliding window fashion. Each
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part contains the question and one answer, so the window length is sw = smax − |Xq| − |Xa
c |.

Given an input of length s tokens, the number of parts is n :=
⌈

s−sw

st

⌉
+1, where st is the stride.

Because all inputs in a mini-batch must have the same number of parts np to be stacked in a
tensor, certain parts are zero-padded if n < np and discarded if n > np.

Embedding. The tokenized input of the parts is denoted by Xp
j for j = 1, . . . , np. Each part

Xp
j is paired with each candidate answer Xa

c separately for a given question Xq, and all inputs
are embedded as follows:

Zc
j := f t([Xp

j Xq], Xa
c ). (3.6)

Each Zc
j is fed into language model f which yields the d-dimensional vectors

yc
j := f(Zc

j ) (3.7)

for c = 1, . . . , nc and j = 1, . . . , np. A classifier with parameters w ∈ Rd, b ∈ R yields a score
per candidate answer c and part j:

oc
j := w⊤ · yc

j + b. (3.8)

Temporal attention. At this point, unlike scene inputs (3.5), predictions from (3.8) are not
meaningful unless a part j is known, which amounts to temporal localization of the part of the
input sequence that contains the information needed to answer a question. In TVQA [Lei, 2018]
and related work [Lei, 2019; Kim, 2020a; Kim, 2020b], localization ground truth is available,
allowing a two-stage localize-then-answer approach. Without such information, the problem is
weakly supervised.

Previous work [Garcia, 2020a] simply chooses the part j corresponding to the maximum
score oc

j over all answers c and all parts j in (3.8), which is called hard temporal attention in
the following. Such hard decision may be harmful when the chosen j is incorrect, especially
when the predicted answer happens to be correct, because then the model may receive arbitrary
gradient signals at training. To alleviate this, we follow a soft temporal attention approach.

In particular, let O be the np × nc matrix with elements oc
j over all answers c and all parts

j (3.8). For each part j, we take the maximum score over answers

vj := max
c

oc
j, (3.9)
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giving rise to a vector v := [v1 . . . vnp ], containing a single best score for each part. Then, by
soft assignment over the rows of O—corresponding to parts—we obtain a score for each answer
c, represented by score vector o ∈ Rc:

o := softmax(v/τ)⊤ · O, (3.10)

where τ is a temperature parameter. With this definition of o, we generate a single score vector,
and we proceed as described in (3.5).

3.6 Multi-stream question answering

Once a separate transformer has been fine-tuned separately for each stream, we combine all
streams into a single question answering classifier, which amounts to multimodal fusion. Here,
we introduce two new simple solutions.

In both cases, we freeze all transformers and obtain d-dimensional embeddings yc for each
candidate answer c and for each stream. For scene inputs, yc is obtained directly from (3.4).
Episode input streams produce np embeddings per answer. Temporal localization is thus re-
quired for part selection, similar to single stream training. Again, hard temporal attention

amounts to choosing the part with the highest score according to (3.8): yc := yc
j∗ where

j∗ := arg maxj(oc
j) and yc

j is given by (3.7). Instead, similar to (3.10), we follow soft temporal

attention:
yc := softmax(v/τ)⊤ · Y emb

c , (3.11)

where Y emb
c is a np × d matrix collecting the embeddings yc

j (3.7) of all parts j. Finally, for
each answer c, the embeddings yc of all streams are stacked into a ns × d embedding matrix Yc,
where ns is the number of streams.

Multi-stream attention. The columns of Yc are embeddings of different streams. We weight
them according to weights wc ∈ Rns obtained from Yc itself, using a multi-stream attention

block, consisting of two fully connected layers followed by softmax:

Y att
c = diag(wc) · Yc. (3.12)

For each answer c, a fully connected layer maps the d × ns matrix Y att
c to a scalar score. All
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nc scores are followed by softmax and cross-entropy loss, whereby the parameters of all layers
are jointly optimized.

Self-attention. Alternatively, Yc is mapped to Y att
c ∈ Rd×ns by a single multi-head self-

attention block, as in transformers [Vaswani, 2017]:

Y att
c = MultiHeadAttention(Yc, Yc, Yc). (3.13)

The remaining pipeline is the same as in the previous case.

3.7 Experiments

3.7.1 Experimental setup

Dataset. The KnowIT VQA [Garcia, 2020b] dataset contains 24,282 human-generated ques-
tions associated to 12,087 scenes, each of duration 20 seconds, from 207 episodes of The Big

Bang Theory TV show. Questions are of four types: visual (22%), textual (12%), temporal (4%)
and knowledge (62%). Question types are only known for the test set. Knowledge questions re-
quire reasoning based on knowledge from the episode or the entire TV show, which differs from
other video question answering datasets. Questions are multiple-choice with nc = 4 answers
per question and performance is measured by accuracy, per question type and overall.

Implementation details. For scene dialog summary generation, we set the minimum se-
quence length to 30 tokens and the maximum to 100 in the BART [Lewis, 2020] model. With
this setting, episode dialog summaries are 2078 tokens long on average, while plot summaries
are 659 tokens long.

We fine-tune the language model f as BERTBASE [Devlin, 2019] uncased model with 12
transformer blocks, 12 self-attention heads and embedding dimension d = 768 for single-stream
models. The maximum token length smax is 512 for scene, 200 for plot and 300 for episode
dialog summary inputs. The stride st is 100 for plot and 200 for episode dialog summary. The
maximum number of parts np is 10 for both. The batch size is 8 for all single-stream models
and 32 for multi-stream. We use SGD with momentum 0.9 scheduled with initial learning rate
10−4 for multi-stream fusions. We use 1 attention head, and 2 stacks for self-attention and multi-
stream self-attention methods. The number of streams ns varies per experiment.
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METHOD KNOWLEDGE VIS. TEXT. TEMP. KNOW. ALL

Rookies [Garcia, 2020b] – 0.936 0.932 0.624 0.655 0.748
Masters [Garcia, 2020b] ✓ 0.961 0.936 0.857 0.867 0.896

ROCKGT [Garcia, 2020b] question GT 0.747 0.819 0.756 0.708 0.731
ROLLhuman [Garcia, 2020a] question GT 0.708 0.754 0.570 0.567 0.620

TVQA [Lei, 2018] – 0.612 0.645 0.547 0.466 0.522
ROCKfacial [Garcia, 2020b] dataset GT 0.654 0.688 0.628 0.646 0.652
ROLL [Garcia, 2020a] plot 0.718 0.739 0.640 0.713 0.715

Ours – 0.755 0.783 0.779 0.789 0.781
Oursplot plot 0.749 0.783 0.721 0.783 0.773

Table 3.1 – State-of-the-art accuracy on KnowIT VQA. Ours uses the video and scene dialog
summary as well as the episode dialog summary that we generate from the dialog of the entire
episode. Oursplot also uses human-generated plot summaries, like [Garcia, 2020a]. TVQA uses
an LSTM based encoder; all other methods use BERT. Rookies and Masters are humans.

3.7.2 Quantitative results

Table 3.1 compares our method with the state of the art. Rookies and Masters are human
evaluators: Masters have watched most of the show, whereas Rookies have never watched an
episode before [Garcia, 2020b]. TVQA [Lei, 2018] encodes visual features and subtitles without
considering knowledge information; its results are as reported in [Garcia, 2020b]. ROCK [Gar-
cia, 2020b] uses four visual representations (image, concepts, facial, caption); ROCKfacial is one
of its best results. ROCKGT [Garcia, 2020b] and ROLLhuman [Garcia, 2020a] use the human
knowledge annotation provided by the dataset [Garcia, 2020b], while ROLL [Garcia, 2020a]
uses human-written plot summaries instead. Our method uses scene video and scene dialog
summary as well as the episode dialog summary that it automatically generates, without any
human annotation. Oursplot additionally uses the same plot as [Garcia, 2020a]. TVQA uses
LSTM; all other methods are based on BERT.

Our method outperforms the best state of the art method (ROLL [Garcia, 2020a]) by 6.6%,
without any human annotation. By using additional human-generated plots, the gain decreases
to 5.8%. This indicates that our episode dialog summary captures the required knowledge and
removes the requirement of human-generated input; in fact, human-generated input is harm-
ful. On temporal and knowledge questions in particular, we gain 13.9% and 7.6%, respectively,
without any human annotation. This implies that our automatically generated episode dialog
summary increases the understanding of the episode and helps answering all types of questions.
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(...)
Sheldon forgot his flash drive,
so he has to go back and get it.

(...)

Episode Dialog Summary

 What has Sheldon forgotten here?
 
   A) His flash drive
   B) His thesis
   C) His suitcase
   D) His laptop

(...)
Sheldon at table.

Sheldon sitting on chair.
Curtain and building behind

Sheldon. Sheldon wearing jacket
and shoe. Sheldon holding paper.

(...)

Video Description

Sheldon will send him an email 
when they get back. He needs to 

read it. 
(...)

Scene Dialog Summary

QA Attention Score

Scene Dialog Summary

Video Description

Episode Dialog Summary

(...)
Penny wants Sheldon to go to
a coffee shop, but he doesn't 
drink coffee. She wants him 

to try some cookies, 
pastries and bear claws.

(...)

Episode Dialog Summary

     What does Sheldon not drink?
 
   A) milke
   B) tea
   C) alcohol
   D) coffee

Dr. Beverly Hofstadter, Sheldon
and Penny are holding a laptop at

The main building.
(...)

Video Description

Penny wants Sheldon to go to 
a coffee shop, but he doesn't 

drink  coffee. 
(...)

Scene Dialog Summary

QA Attention Score

Scene Dialog Summary

Video Description

Episode Dialog Summary

(a) Knowledge QA (b) Textual QA

(...)
Amy loves Neil Diamond's 

music. Amy loves Neil 
Diamond's song 

"SWEET CAROLINE". 
(...)

Episode Dialog Summary

     What singer do Amy and 
  Howard discover they both like?

   A) Luke Bryan
   B) Willie Nelson
   C) Neil Diamond
   D) Busta Rhythms

(...)
Window and car behind Amy.

Howard and Amy.
Amy wearing glass.

Amy has hand, arm, nose and hair.

Video Description

Amy doesn't like listening to music 
in the car. Sheldon doesn't want her 
to be mistaken for a gang member. 
Amy loves Neil Diamond's music.

Scene Dialog Summary

QA Attention Score

Scene Dialog Summary

Video Description

Episode Dialog Summary

(...)
 Penny and Leonard will be the 
last ones there, so they need to 
hurry up. Sheldon thinks it's a 

marathon not a sprint.
(...)

Episode Dialog Summary

    Penny and Sheldon are the last
  ones to arrive where?

   A) To Sheldon's apartment
   B) The to mall
   C) To the comic book store
   D) To the Cheescake Factory

Leonard, Sheldon and Penny are
smiling at The comic book store.
Face of Leonard. Shirt and jacket

on Leonard.
(...)

Video Description

Stuart invited Penny to Raj's murder
mystery party. Penny and Leonard 
will be the last ones there, so they 

need to hurry up. 
(...)

Scene Dialog Summary

QA Attention Score

Scene Dialog Summary

Video Description

Episode Dialog Summary

(c) Temporal QA (d) Visual QA

Figure 3.3 – Multi-stream attention visualization. We highlight in blue the part of the source text
that is relevant to answering the question. The most attended stream is episode dialog summary
for (a), (b), (c) and video description for (d).

Despite ROLLhuman [Garcia, 2020a] and ROCKGT [Garcia, 2020b] using ground-truth knowl-
edge, we outperform them by 16.1% and 5.0%, respectively, without any human annotation.
We also outperform Rookies, presumably by having access to the dialog of the entire episode.
Compared to Masters, there is still room for improvement.

3.7.3 Qualitative analysis

Successful cases. Figure 3.3 visualizes the correct predictions of our method with stream
attention scores for different question types. In all examples, the model receives three input
sources, question/answers and attention scores over inputs. Figure 3.3(a) shows a knowledge

question, answered based on episode dialog summary, which has the highest attention score. As
shown in Figure 3.3(b), a textual question can be answered by using scene dialog summary, but
also by episode dialog summary, since the latter includes the former. Temporal questions can be
answered from scene inputs such as scene dialog summary or video description. According to
attention scores, the question in Figure 3.3(c) is answered by episode dialog summary, which
includes the correct answer. Finally, Figure 3.3(d) shows a visual question answered by video
description.
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(...)
It's a Romulan battle bagel, not a starship.

Howard invited Bernadette in. The
telescope is in Hawaii, but Raj controls it

from here.  
(...)

Episode Dialog Summary

Who did Howard invite to join him and 
Raj in Raj's lab?

A) Bernadette 
B) Leonard
C) Penny
D) Amy

Howard: How could that be a miss? 
C-6 was a hit, C-8 was a hit. Part of your 
starship has to be on C-7.
Howard: What kind of spaceship has a hole
in the middle?
Raj: A Romulan battle bagel?

Dialog (Scene A)

Bernadette: Knock, knock.
Howard: Oh, great, you made it. Come on in
Howard: I invited her.
Bernadette: So where's the telescope?
Howard: Well, it's in Hawaii, but Raj control
s it from here.

Dialog  (Scene B)

QA (Scene A)

Figure 3.4 – Dialog summarization converts pronouns in dialog to character names in episode
dialog summary, supporting question answering. In particular, “I” is substituted by “Howard”
and “her” by “Bernadette”.

Dialog summarization. In the example of Figure 3.4, Howard says, “I invited her.” in scene
B. Our dialog summarization interprets this sentence by assigning the correct character name:
“Howard invited Bernadette in.” Hence, we can answer the question of scene A, “Who did
Howard invite to join him and Raj in Raj’s lab?” correctly. Thanks to the episode dialog sum-
mary spanning all scenes and the use of character names instead of pronouns, our method can
answer character-related questions correctly.

Plot vs. episode dialog summary. A comparison of plot summary and episode dialog sum-
mary is given in Figure 3.5. There are three different topics in the story line, and each is high-
lighted with the same color in both summaries. The first topic, highlighted in purple, is “Shel-
don’s forgotten flash drive.” The second, highlighted in yellow, is “Sheldon’s grandmother.” The
third, highlighted in blue, is “Asking Summer out.” The plot summary is topic-centered, while
the episode dialog summary is following the narrative order. Hence, topics may be fragmented
in the latter. The episode dialog summary has more detail than the plot. In particular, it contains
enough information to answer the question Why does Sheldon’s grandmother call him Moon

Pie? That is, because he’s nummy-nummy. This information is missing from the plot summary,
which focuses on the main topics/events of an episode. Even though the episode dialog sum-
mary is noisy, it contains details that help in question answering.
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Episode Dialog Summary

(...)

Meanwhile, Sheldon has bigger problems on
his mind when he realizes he's left his flash

drive, which contains a document he wants to
present to Nobel prize winner George Smoot,

at home.

(...)

While in his room, Penny finds a bunch of
letters from Sheldon's grandmother who

refers to him as "Moon Pie". 

(...)

Back on the train, Howard's lost his way with
Summer Glau and, after a boring

conversation, he flatly asks her whether he
has a chance. She lets him down gently, but
Howard tries his luck at getting a photo with

her and she breaks his phone.

(...)

Plot Summary

(...)
He forgot his flash drive. Leonard and

Sheldon have to go back and get it from him.
Leonard forgot Sheldon's flash drive with

his paper on astrophysical probes on
M-theory effects in the early universe, which
he was going to give to George Smoot at the

conference.
(...)

Penny got a box with letters from 
Sheldon's grandmother, but it's the wrong

box. Sheldon doesn't read the letters. (...) 
She calls him Moon Pie.  (...)  Sheldon tells 

Penny to put the letter back on. 
(...)

Howard likes Summer and wants to ask her a
question about him. Howard wants to ask 

Summer out, but she doesn't want to go on a
date with him. He will leave her in 

peace, but before he goes, he will ask her out.
Howard will take a picture of Summer and 

himself together for his Facebook page. 
(...)

Sheldon tells her to insert the flash drive into
the USB port. She calls him Moon Pie 

because he's nummy-nummy. 
(...)

Episode Dialog Summary

Why does MeeMaw call Sheldon MoonPie?

A) Because Sheldon dislikes Moon Pie's, and MeeMaw is teasing Sheldon.
B) Because he has huge eyes like moons, and she's teasing him.
C) Because he is 'nommy nommy' and she could 'eat him up'
D) Because Sheldon wanted to actually fly to the moon as a scientist, and Mee Maw would call him 
Moon Pie because of this.

QA

Figure 3.5 – An example of plot summary and episode dialog summary, with each topic high-
lighted in the same color in both summaries. Phrases relevant to QA in blue. Only the episode
dialog summary contains enough information to answer the question.

Failure cases. Figure 3.6 shows examples of failed predictions of our model along with
stream attention scores for different question types. The model receives three input sources,
question/answers and attention scores over inputs.

Figure 3.6(a) refers to a knowledge question, which requires recurrent knowledge of the
whole TV show. In other words, the correct answer cannot be found in episode dialog summary.
The question is answered as "a lasagna" found in episode dialog summary, even though it is
wrong.
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(...)
Howard had lunch with 

Bernadette today. Mrs Wolowitz
had a pastrami sandwich and 

she had eggplant lasagna. 
(...)

Episode Dialog Summary

     What does Sheldon always have 
   at the Cheesecake Factory?
 
   A) Shepherd's Pie 
   B) A club sandwich 
   C) A burger (GT)
   D) a lasagna (Pred)

Howard and Bernadette are smiling
at The Cheesecake Factory. Hand
and face of Howard. Shirt, hat and

cap on Howard. 
(...)

Video Description

(...)
Sheldon and Bernadette are going 

to order a seven-day course of 
penicillin, a syrup of ipecac to 

induce vomiting and a mint.

Scene Dialog Summary

QA Attention Score

Scene Dialog Summary

Video Description

Episode Dialog Summary

(...)
Bernadette is a successful 

microbiologist. She should be 
celebrated for her achievements,

not her looks.
(...)

Episode Dialog Summary

   Amy, Bernadette and Penny are 
eating something at Penny’s 

apartment. Face of Amy. Shirt, 
glass and jacket on Amy. 

(...)

Video Description

Bernadette is a successful 
microbiologist. She should be

 celebrated for her achievements,
 not her looks.

(...)

Scene Dialog Summary

QA

  What is Penny's new job?

  A) Pharmaceutical rep (GT)
  B) Scientist
  C) Waitress
  D) Microbiologist (Pred)

Attention Score

Scene Dialog Summary

Video Description

Episode Dialog Summary

(a) Knowledge QA (1) (b) Textual QA (1)

(...)
Amy and Sheldon are playing 
doctor, Star Trek style. Sheldon
is in hell. Leonard wants them 

to stop, but Amy doesn't want to
stop.
(...)

Episode Dialog Summary

      What game do Sheldon and 
   Amy play?
 
   A) Paint ball
   B) Archery
   C) Doctors (GT)
   D) Chess (Pred)

Sheldon and Amy are smiling at 
Amy’s apartment. Hand and face

of Sheldon. Shirt on Sheldon.
Cabinet, door and sign behind

Sheldon.
(...)

Video Description

Amy is going to attempt an 
experiment on Sheldon to get him 

to transfer his feelings to her in 
an accelerated time-frame. 

(...)

Scene Dialog Summary

QA Attention Score

Scene Dialog Summary

Video Description

Episode Dialog Summary

(...)
Penny is sorry. Howard and 

Bernadette are singing to her. 
Amy and Penny missed each 

other.
(...)

Episode Dialog Summary

Penny is holding a bag. Hand of 
 Penny. Shirt on Penny. Penny has 

nose, face, hair and head. 
Car behind Penny.

Video Description

(...)
Howard and Bernadette are singing 

to her. Amy and Penny missed 
each other.

(...)

Scene Dialog Summary

QA

 Who tells Penny they missed her?

  A) Bernadette (Pred)
  B) Amy (GT)
  C) Emily
  D) Penny

Attention Score

Scene Dialog Summary

Video Description

Episode Dialog Summary

(c) Knowledge QA (2) (d) Textual QA (2)

(...)
Howard took the other four 

off and when he got to this one,
(...)  Raj will try to turn it the

other way.
(...)

Episode Dialog Summary

   Who is changing the tire?

   A) Leonard
   B) Raj (Pred)
   C) Sheldon
   D) Howard (GT)

 Leonard, Sheldon and Raj are 
 laughing. Face and head of 
 Leonard. Jacket and coat on 

  Leonard. Leonard wearing glass. 
(...)

Howard took the other four 
off and when he got to this 

one, (...)  Raj will try 
to turn it the other way.

Scene Dialog Summary

QA Attention Score

Scene Dialog Summary

Video Description

Episode Dialog Summary

Video Description

(...)
Bernadette and Stuart are 

looking for a new roommate for
Sheldon. Sheldon would like 
Gandalf, but he's a smoker.

(...)

Episode Dialog Summary

   Who is Sheldon sitting with on   
 the couch?

   A) Raj
   B) Stuart (Pred)
   C) Bernadette (GT)
   D) Leonard

(...)
Sheldon and Bernadette

are smiling  at Howard and 
Bernadette’s house.
Sheldon in room.

(...)

Video Description

Bernadette and Stuart are looking 
for a new roommate for 

Sheldon. (...) Stuart will think 
about it, but Sheldon won't accept it.

Scene Dialog Summary

QA Attention Score

Scene Dialog Summary

Video Description

Episode Dialog Summary

(e) Temporal QA (f) Visual QA

Figure 3.6 – Failed predictions of multi-stream attention. We highlight in blue the part of the
source text that might be relevant to answering the question. “Pred”/blue: model predictions.
“GT”/green: ground truth.

Figure 3.6(b) refers to a textual question, which should have been answered by scene dialog
summary. However, scene dialog summary does not contain the correct answer. Our model gives
most attention to episode dialog summary. The prediction is made according to the highlighted
text, which is the same in both sources. However, this prediction refers to the wrong person.

Figure 3.6(c) refers to another knowledge question, which could be answered by the high-
lighted text in episode dialog summary. Even though episode dialog summary has the most
attention, the prediction is incorrect.
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METHOD INPUT VIS. TEXT. TEMP. KNOW. ALL

ROLL [Garcia, 2020a]
D 0.656 0.772 0.570 0.525 0.584
V 0.629 0.424 0.558 0.514 0.530
P 0.624 0.620 0.570 0.725 0.685

ROLL [Garcia, 2020a]†
D 0.649 0.801 0.581 0.543 0.598
V 0.625 0.431 0.512 0.541 0.546
P 0.647 0.554 0.674 0.694 0.667

Ours
P 0.666 0.623 0.593 0.735 0.702
S 0.631 0.746 0.605 0.537 0.585
E 0.676 0.750 0.779 0.785 0.756

Table 3.2 – Single-stream QA accuracy on KnowIT VQA. ROLL [Garcia, 2020a]: as reported;
[Garcia, 2020a]†: our reproduction. Our model incorporates the scene dialog and video streams
of the latter as well as the plot, scene dialog summary and episode dialog summary streams.
Plot differs between [Garcia, 2020a]† and our model by our temporal attention and other im-
provements (Table 3.4). D: dialog; V: video; P: plot; S: scene dialog summary; E: episode dialog
summary.

Figure 3.6(d) refers to another textual question, which should have been answered by scene
dialog summary. Although both scene dialog summary and episode dialog summary include the
correct answer, and episode dialog summary has the most attention, the prediction indicates the
wrong person.

Figure 3.6(e) refers to a temporal question. The scene dialog summary and episode dialog
summary imply that Raj and Howard might be changing the tire. The video description is not
helpful either. Hence, our model predicts Raj, while the correct answer is Howard.

Figure 3.6(f) is a visual question. However, the video description fails to convey relevant
information to answer the question. The other inputs do not contain relevant information ei-
ther. One of the character names appearing in episode dialog summary is predicted, which is
incorrect.

3.7.4 Ablation studies

Single-stream results. Table 3.2 shows our single-stream QA results. We reproduce [Gar-
cia, 2020a] for dialog, video, and plot inputs. We replace the plot stream by one using our new
temporal attention (Subsection 3.5.3) and other improvements (Table 3.4) and we add two new
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METHOD VIS. TEXT. TEMP. KNOW. ALL

Product 0.743 0.659 0.756 0.751 0.739
Modality weighting [Garcia, 2020a] 0.708 0.786 0.767 0.787 0.769

Self-attention 0.759 0.764 0.767 0.777 0.771
Multi-stream attention 0.755 0.783 0.779 0.789 0.781
Multi-stream self-attn. 0.755 0.768 0.756 0.777 0.770

Table 3.3 – Multi-stream QA accuracy on KnowIT VQA, fusing video, scene dialog summary
and episode dialog summary input sources. All fusion methods use soft temporal attention for
localization of episode input sources. Top: baseline/competitors. Bottom: ours.

sources automatically generated from dialog: scene dialog summary and episode dialog sum-
mary. Due to the dataset having a majority of knowledge questions, episode dialog summary
and plot inputs have higher accuracy than other input sources since they span an entire episode.
Our episode dialog summary helps in answering questions better than the plot [Garcia, 2020a],
bringing an accuracy improvement of 5.4%.

Multi-stream results. We evaluate our two multi-stream QA methods introduced in Sec-
tion 3.6, namely multi-stream attention and self-attention, comparing them with the following
combinations/baselines/competitors:

1. Multi-stream self-attention: combination of multi-stream attention and self-attention: the
output of the latter is weighted by the former. The remaining pipeline is the same as in
multi-stream attention.

2. Product: Hadamard product on embeddings of all streams per answer, followed by a linear
classifier per answer. The remaining pipeline is the same.

3. Modality weighting [Garcia, 2020a]: a linear classifier (3.5) and loss function is used as in
single-stream QA but with transformers frozen for each stream separately. The obtained
scores by single-stream classifiers are combined by a multi-stream classifier and another
loss function applies. The overall loss all is a linear combination with weight αω on the
multi-stream loss and 1 − αω uniformly distributed over single-stream losses.

Table 3.3 shows results for fusion of video, scene dialog summary and episode dialog sum-
mary. For modality weighting, we set αω = 0.7 according to the validation set. Our multi-stream
attention outperforms other fusion methods. Besides, it does not require tuning of modality
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METHOD VIS. TEXT. TEMP. KNOW. ALL

ROLL [Garcia, 2020a]† 0.722 0.703 0.709 0.697 0.704
+ Multi-stream attention 0.724 0.721 0.721 0.691 0.703
+ More parts for plot 0.722 0.703 0.651 0.717 0.714
+ New order of plot inputs 0.730 0.710 0.686 0.712 0.715
+ Temporal attention 0.734 0.725 0.663 0.724 0.724
± Replacing P → E 0.753 0.815 0.814 0.773 0.775
± Replacing D → S 0.755 0.783 0.779 0.789 0.781

Table 3.4 – Accuracy improvements over ROLL [Garcia, 2020a]. †: our reproduction. Each row
adds a new improvement except the last two, where we replace streams. P: plot; E: episode
dialog summary; D: dialog; S: scene dialog summary.
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Figure 3.7 – Accuracy vs. αω for fusion of video, scene dialog summary and episode dialog
summary by modality weighting [Garcia, 2020a] on KnowIT VQA validation set.

weight hyperparameter αω or selecting the number of heads and blocks for self-attention. Un-
less specified, we use multi-stream attention for fusion by default.

Improvements over [Garcia, 2020a]. We reproduce ROLL [Garcia, 2020a] using official
code by the authors and default parameters. This is our baseline, shown in the first row of Ta-
ble 3.4. Then, we evaluate our improvements, adding them one at a time. First, we replace
modality weighting with multi-stream attention. Despite its simplicity, its performance is on
par, losing only 0.1%, while requiring no hyperparameter tuning. Then, we increase the number

of parts of plot summaries from 5 to 10, eliminating information loss by truncation and bringing
an accuracy improvement of 1.1%. We change the order of arguments of text embedding layer
f t for episode input sources from f t(Xq, [Xa

c Xp
j ]) to f t[(Xp

j Xq], Xa
c ) (3.6), which is consis-

tent with (3.4) and improves only slightly by 0.1%. Our new temporal attention mechanism
improves accuracy by 0.9%. Replacing plot with episode dialog summary, which is our main
contribution, brings an improvement of 5.1%. Finally, the accuracy is improved by 0.6% by us-
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ing scene dialog summary instead of raw dialog. The overall gain over [Garcia, 2020a] is 7.7%.

Note that the relative improvement of each new idea depends on the order chosen in Ta-
ble 3.4. For instance, the order of BERT arguments brings improvements of up to 2.3% in
experiments including the episode dialog summary.

Hyperparameter validation. Modality weighting [Garcia, 2020a] fusion method requires
selection of hyperparameter αω. Figure 3.7 shows validation accuracy vs. αω for fusion of video,
scene dialog summary and episode dialog summary. We choose αω = 0.7 for both soft and hard
temporal selection to report results in Table 3.3 and Table 3.6. The remaining weight of 1 − αω

is evenly distributed over individual stream losses as 0.1 per stream.

Effect of temporal attention on single-stream QA. We investigate the effect of our soft
temporal attention (Subsection 3.5.3) on single-stream QA for episode input sources. We also
evaluate the effect of single-stream training with soft or hard temporal attention on multi-stream
attention, where we use soft temporal attention. According to Table 3.5, temporal attention
improves the accuracy of plot and episode dialog summary by 1.9% and 3.3%, respectively.
Accordingly, the accuracy of multi-stream QA on the same episode sources as well as video
and scene dialog summary increases by 0.6% and 7.0%, respectively. The gain is higher when
episode dialog summary is used, since the episode dialog summary is longer than plot.

Effect of temporal attention on multi-stream QA. Table 3.6 shows the effect of soft tem-

poral attention on multi-stream QA for fusion of video, scene dialog summary and episode
dialog summary input sources. We use soft temporal attention for single-stream QA of episode
dialog summary. In all fusion methods, the overall accuracy is improved by using soft temporal
attention.

Different input combinations. Table 3.7 shows the accuracy of multi-stream QA for differ-
ent input combinations, where the number of input streams varies in {2, 3, 4, 5}. Scene dialog
summaries improves the accuracy compared with single-stream QA results in Table 3.2. More-
over, using the episode dialog summary always improves the overall accuracy by a large margin.
The best overall accuracy of 0.781 is achieved by video, scene dialog summary, and episode di-
alog summary.
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STREAM INPUTS
SOFT

VIS. TEXT. TEMP. KNOW. ALL
ATTN.

Single

P - 0.656 0.594 0.628 0.712 0.683
P ✓ 0.666 0.623 0.593 0.735 0.702
E - 0.604 0.721 0.733 0.765 0.723
E ✓ 0.676 0.750 0.779 0.785 0.756

Multi

V + S + P - 0.732 0.688 0.674 0.720 0.717
V + S + P ✓ 0.739 0.699 0.628 0.728 0.723
V + S + E - 0.707 0.772 0.721 0.700 0.711
V + S + E ✓ 0.755 0.783 0.779 0.789 0.781

Table 3.5 – Effect of temporal attention on single-stream QA on KnowIT VQA. Soft Attn.: soft
temporal attention on single-stream training. We use soft temporal attention for multi-stream
QA, but this is still affected by the temporal attention used in single-stream training. V: video;
S: scene dialog summary; P: plot; E: episode dialog summary.

METHOD
SOFT

VIS. TEXT. TEMP. KNOW. ALL
ATTN.

Product
- 0.728 0.645 0.744 0.756 0.736
✓ 0.743 0.659 0.756 0.751 0.739

Modality weighting - 0.716 0.815 0.791 0.776 0.768
[Garcia, 2020a] ✓ 0.708 0.786 0.767 0.787 0.769

Self-attention
- 0.753 0.804 0.802 0.766 0.769
✓ 0.759 0.764 0.767 0.777 0.771

Multi-steam attention
- 0.743 0.790 0.779 0.785 0.776
✓ 0.755 0.783 0.779 0.789 0.781

Multi-steam self attn.
- 0.749 0.797 0.791 0.768 0.768
✓ 0.755 0.768 0.756 0.777 0.770

Table 3.6 – Effect of temporal attention on multi-stream QA on KnowIT VQA for fusion of
video, scene dialog summary, and episode dialog summary input sources. Soft Attn.: soft tem-
poral attention on multi-stream training. We use soft temporal attention for single-stream QA
of episode dialog summary.

Question type ↔ attention scores. We perform significance testing for the dependence be-
tween the question type and attention scores. There are 2 independent variables in the scores of
3 streams, whose values we discretize into 10 × 10 bins. We form a 4 × 10 × 10 joint histogram
of question type (X) and scores (Y ) and compute the mutual information I(X; Y ). We perform
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ANALYSED
INPUTS VIS. TEXT. TEMP. KNOW. ALL

INPUTS

D
V
P

D+V 0.693 0.768 0.593 0.554 0.611
D+P 0.732 0.721 0.674 0.723 0.723

D+V+P 0.734 0.725 0.663 0.724 0.724

D
V
P
S

D+S 0.664 0.786 0.628 0.548 0.604
V+S 0.689 0.721 0.581 0.549 0.601
P+S 0.716 0.710 0.628 0.727 0.719

D+V+P+S 0.734 0.732 0.663 0.725 0.726

D
V
P
S
E

D+E 0.743 0.812 0.779 0.779 0.775
V+E 0.732 0.761 0.767 0.788 0.772
P+E 0.716 0.743 0.721 0.791 0.766

D+S+E 0.743 0.822 0.802 0.771 0.772
V+S+E 0.755 0.783 0.779 0.789 0.781
P+S+E 0.739 0.779 0.733 0.783 0.771

D+V+P+S+E 0.751 0.797 0.744 0.781 0.775

Table 3.7 – Multi-stream QA accuracy on KnowIT VQA: comparison of different input com-
binations for multi-stream attention. D: dialog; V: video; P: plot; S: scene dialog summary; E:
episode dialog summary.

a G-test 2 with G = 2nq · I(X; Y ), where nq = 2361 is the number of test questions. Finally,
using a chi-square distribution of 3 × 9 × 9 DoF, we find a p-value of 1.52 × 10−25 for the null
hypothesis. This indicates that attention scores depend on question type.

Replacing attention scores with oracle scores determined by question type. Assuming
that we know the question type for the test set, we perform an oracle experiment where attention
scores are based on question type rather than our fusion method. We only consider visual, tex-
tual, and knowledge types of question. In particular, we assign visual questions to video input,
textual questions to scene dialog summary and knowledge questions to episode dialog sum-
mary. We exclude temporal questions since they can be answerable by scene dialog summary or
video. Only 3.6% of questions are of temporal type in the test set. We find that our multi-stream
attention method (0.781%) is 3.6% better than the oracle experiment (0.745%). This indicates
that our fusion mechanism is more effective than a naïve oracle that assumes more knowledge.

2. https://en.wikipedia.org/wiki/G-test
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3.8 Conclusion

KnowIT VQA is a challenging dataset where it was previously believed that some form of
external knowledge was needed to handle knowledge questions, as if knowledge was yet an-
other modality. Our results indicate that much of this required knowledge was hiding in dialog,
waiting to be harnessed. It is also interesting that our soft temporal attention helps a lot more
with our episode dialog summary than human plot summary, which may be due to the episode
dialog summary being longer. This may also explain the astounding performance of episode
dialog summary, despite its low overall quality: plot summaries are of much higher quality but
may be missing a lot of information.
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This chapter focuses on video question answering with less supervision, particularly for
zero-shot and few-shot scenarios. Our objective is to leverage the advantages of large-scale
models, as recent developments in vision-language models are mainly driven by such models.
However, adapting pre-trained models on limited data presents challenges such as overfitting,
catastrophic forgetting, and the cross-modal gap between vision and language. We introduce a
parameter-efficient method to address these challenges, combining multimodal prompt learning
and a transformer-based mapping network, while keeping the pre-trained models frozen.

The content of this chapter corresponds to our ICCV Workshops 2023 publication, Zero-

Shot and Few-Shot Video Question Answering with Multi-Modal Prompts [Engin, 2023b].
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4.1 Introduction

Recent vision-language models have shown remarkable progress, driven by transformer-
based large-scale pre-trained models [Dosovitskiy, 2021; Liu, 2022b; Devlin, 2019; Liu, 2019a;
He, 2021; Radford, 2019; Radford, 2021]. These models have been incorporated into video
understanding methods, including VideoQA, through multimodal fusion on large-scale multi-

modal datasets [Miech, 2019b; Bain, 2021; Zellers, 2021]. However, adapting pre-trained mod-
els to video-language tasks on limited data is challenging. This is because of the gap between
the visual and language modalities and, more importantly, because fine-tuning the entire model
on limited data can lead to overfitting and forgetting previously acquired knowledge.

To address the gap between modalities, transformer-based mapping networks have been em-
ployed between frozen vision and language models [Mokady, 2021; Han, 2023; Alayrac, 2022].
These networks map visual features to an appropriate embedding space before they are given
as input to the language models. To address overfitting, parameter-efficient adaptation methods
have been explored, e.g., prompt learning [Li, 2021; Liu, 2021a; Liu, 2022a] and adapter lay-

ers [Houlsby, 2019] on frozen pre-trained models. These approaches preserve the generalization
of large-scale models while reducing the number of trainable parameters.

In this work, we investigate the adaptation of large-scale vision and language models to
VideoQA under a scarcity of training data. Inspired by FrozenBiLM [Yang, 2022b], we in-
corporate visual inputs to a frozen language model using lightweight learnable adapter layers.
Beyond that, we introduce a novel visual mapping network that summarizes the video input
while allowing for temporal interaction, inspired by [Mokady, 2021; Jaegle, 2021]. In addition,
we introduce multimodal prompt learning, which diminishes the number of stored parameters
for the few-shot scenario. We call our model VideoQA with Multi-Modal Prompts (ViTiS).

We pre-train trainable parameters of ViTiS, i.e. visual mapping network, adapter layers,

visual and text prompts, under the MLM objective on video-text pairs collected from the web,
while the vision and language models are kept frozen. We evaluate ViTiS in the zero-shot and
few-shot settings. For the latter, we fine-tune the model on downstream VideoQA tasks, using
two approaches: (i) fine-tuning all trainable parameters, which are 8% of the total model param-
eters, (ii) fine-tuning only the prompts, which are 0.8% of all trainable parameters and a mere
0.06% of the total model parameters.
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Our extensive experimental results on multiple open-ended VideoQA datasets demonstrate
that ViTiS outperforms prior methods while requiring fine-tuning of only a few parameters for
each dataset in few-shot settings. In addition, our visual mapping network contributes to better
alignment and understanding of multimodal inputs, improving performance in both zero-shot
and few-shot settings.

Our contributions can be summarized as follows:

1. We introduce multimodal prompt learning to few-shot VideoQA for the first time, fine-
tuning as low as 0.06% of model parameters on downstream tasks.

2. We introduce a visual mapping network to VideoQA, mapping video input to the text
embedding space, while supporting temporal interaction.

3. We experimentally demonstrate the strong performance of ViTiS on multiple VideoQA
datasets in both zero-shot and few-shot settings.

4.2 Related work

Video question answering. Recent advances in vision-language models benefit from pre-
trained foundation models, including vision-only [Dosovitskiy, 2021; Liu, 2022b] language-
only [Devlin, 2019; Liu, 2019a; He, 2021; Radford, 2019] and vision-language [Radford, 2021].
Recent video understanding methods, including VideoQA, incorporate these models by lever-
aging large-scale multimodal data [Miech, 2019b; Bain, 2021; Zellers, 2021] with different
pre-training objectives, e.g., masked language modeling, masked image modeling, or predicting

the next word, to perform single or multiple vision-language tasks [Sun, 2019; Li, 2020; Lei,
2021; Fu, 2021; Yang, 2021; Zellers, 2021; Li, 2022a; Yang, 2022b; Alayrac, 2022; Zellers,
2022; Cheng, 2023; Wang, 2023; Li, 2023b; Huang, 2023; Fu, 2023].

Adapting pre-trained vision-language models to downstream tasks relies on fully supervised
fine-tuning on VideoQA datasets in general [Tapaswi, 2016b; Xu, 2017; Jang, 2017; Lei, 2018;
Yu, 2019; Li, 2020; Garcia, 2020b]. Few recent works address the challenge of limited data by
focusing on zero-shot [Yang, 2021; Yang, 2022a; Yang, 2022b; Alayrac, 2022; Zellers, 2022;
Li, 2022b; Li, 2023b] and few-shot [Yang, 2022b; Alayrac, 2022] open-ended VideoQA tasks.
Our work is similar to [Yang, 2022b] in leveraging a frozen video encoder and language model
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with adapter layers. Beyond that, we introduce a transformer-based visual mapping network
between the two models, allowing for temporal interaction. In addition, we incorporate multi-
modal prompt learning, allowing for efficient fine-tuning in few-shot settings.

Parameter-efficient training. As the size of large-scale pre-trained models grows, adapting
them efficiently on limited data without overfitting in an emerging research problem. A com-
mon solution is adapters, introduced by [Houlsby, 2019] and employed for vision-language
tasks [Eichenberg, 2022; Yang, 2022b; Sung, 2022].

Another common solution is prompting, referring to inserting tokens to the input to guide
pre-trained models on downstream tasks. Prompts can be handcrafted (discrete) [Brown, 2020a]
or learned (continuous vectors) [Li, 2021]. Pre-trained language models demonstrate remark-
able generalization to zero-shot settings with handcrafted prompts [Brown, 2020a]. Prompt
learning is introduced initially in natural language processing tasks [Li, 2021; Lester, 2021;
Liu, 2021a; Liu, 2022a; Qin, 2021; Mahabadi, 2022] and subsequently adopted in vision [Jia,
2022; Bahng, 2022] and vision-language models. In the latter case, prompts are introduced to
text encoders [Zhou, 2022c; Zhou, 2022b], or both text and vision encoders [Khattak, 2023;
Wasim, 2023; Lee, 2023; Rasheed, 2023], called multimodal. Learnable prompts can be in-
serted at the input level [Li, 2021] and/or deep layers [Liu, 2022a; Jia, 2022]. Few recent works
employ prompt learning for video understanding [Ju, 2022; Zhu, 2022; Sung, 2022] and mul-
timodal prompt learning for video classification [Wasim, 2023; Rasheed, 2023]. We introduce
multimodal prompt learning to few-shot VideoQA for the first time.

4.3 Method

The proposed method, ViTiS, is illustrated in Figure 4.1, consisting of a frozen video en-
coder, a visual mapping network, a frozen text embedding layer and a frozen language model
that includes learnable text prompts and adapter layers. Given an input video Xv, represented
as a sequence of frames, and a question Xq, represented as a sequence of tokens, the problem is
to predict an answer Xa that is another sequence of tokens. The model takes the concatenated
sequence X t = (Xq, Xa) as input text. Parts of X t may be masked, for example Xa is masked
at inference.
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Figure 4.1 – ViTiS consists of a frozen video encoder f v, a visual mapping network fm, a frozen
text embedding layer f t, a frozen language model f and a frozen classifier head g. Given input
video frames Xv and text X t, f v extracts frame features and fm maps them to the same space
as the text embeddings obtained by f t. Then, f takes the video and text embeddings Zv, Zt as
input and predicts the masked input tokens. Visual mapping network fm and language model f
are further detailed in Figure 4.2.

Video encoder. The input video is represented by a sequence of c frames, Xv = [xv
1 . . . xv

c ].
This sequence is encoded into the frame features

Ev := f v(Xv) = [ev
1 . . . ev

c ] ∈ Rd×c (4.1)

by a frozen pre-trained video encoder f v, where d is the embedding dimension.

Visual mapping network. A visual mapping network fm maps the frame features Ev to
the same space as the text embeddings. The mapping is facilitated by a set of u learnable visual
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Figure 4.2 – Our visual mapping network fm and our language model f are illustrated in detail,
following their initial introduction in the method overview (Figure 4.1). (a) Our visual map-
ping network consists of a number of layers, each performing cross-attention between learnable
visual prompts and video frame features followed by self-attention. (b) The language model
incorporates learnable text prompts in the key and value of multi-head-attention and adapter
layers after each self-attention and feed-forward layer, before LayerNorm.

prompts P v ∈ Rd×u, which are given as input along with Ev, to obtain the video embeddings

Zv := fm(P v, Ev) ∈ Rd×u. (4.2)

As shown in Figure 4.2(a), the architecture of fm is based on Perceiver [Jaegle, 2021], where
the latent array corresponds to our learnable visual prompts P v. It consists of k blocks defined
as

Zi := SAi(CAi(Zi−1, Ev)) ∈ Rd×u (4.3)

for i = 1, . . . , k, with input Z0 = P v. Each block i maps the latent vectors Zi−1 first by cross
attention CAi with the frame features Ev and then by self-attention SAi to obtain Zi. In cross
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attention, Zi−1 serves as query and Ev as key and value. We thus iteratively extract information
from the frame features Ev into the latent vectors, which are initialized by the visual prompts.
The output video embeddings are Zv = Zk ∈ Rd×u. To allow modeling of temporal relations
within the video, learnable temporal position embeddings are added to Ev before fm.

Text embedding. The input text is tokenized into a sequence of st tokens, represented as
X t = [xt

1 . . . xt
st

], where X t is the concatenated sequence of question Xq and answer Xa. This
sequence is mapped by a frozen text embedding layer f t to the text embedding space,

Zt := f t(X t) = [zt
1 . . . zt

st
] ∈ Rd×st . (4.4)

One or more tokens are masked, in which case they are replaced by a learnable mask token.

Language model. We concatenate video and text embeddings into a single input sequence
[ZvZt] ∈ Rd×s of length s = u + st. We then feed this sequence to a transformer-based bidi-
rectional language model f to obtain an output sequence

f([Zv Zt]) ∈ Rd×s (4.5)

of the same length. Finally, a classifier head g : Rd×s → R|U | maps the output sequence to logit
vectors over a vocabulary U . The logit vectors corresponding to masked tokens are selected to
apply the loss function at training or make predictions at inference. Both f and g are pre-trained
and kept frozen. However, as shown in Figure 4.2(b), f is adapted by means of learnable deep
text prompts and adapters, described next.

Text prompts. To reduce the number of fine-tuned parameters at downstream tasks, we
introduce attention-level text prompts in self-attention blocks at each layer of the language
model, referred to as deep text prompt learning [Liu, 2022a]. Given a sequence Z ∈ Rd×s of
token embeddings as input to a self-attention layer of the language model f , we prepend two
sequences of learnable text prompts PK , PV ∈ Rr×d to the key and value respectively:

Q := WQZ K := [PK WKZ] V := [PV WV Z], (4.6)

where WQ, WK , WV ∈ Rd×d are the query, key and value projections respectively. The output
sequence length does not change since it is determined by the query, where we do not prepend
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prompts. There is one pair of variables PK , PV for each layer of f , collectively denoted as P t.
These variables are either defined as parameters directly or parametrized by means of projec-
tions as discussed next.

Text prompt parametrization. Instead of defining text prompts as parameters directly, we
discuss here an alternative parametrization using projections. We first generate a sequence of
input prompts P i ∈ Rd′×r and then we project it as follows:

P t := WP i ∈ R2ℓd×r, (4.7)

where W ∈ R2ℓd×d′ , ℓ is the number of layers of the language model f and d its embedding
dimension. Then, P t can be reshaped as a 2×ℓ×d×r tensor, representing one pair of sequences
PK , PV ∈ Rd×r for every layer of f . After training, the input sequence P i and projection matrix
W are discarded and we only keep P t. This allows us to fine-tune fewer parameters at down-
stream tasks, which is beneficial when data is limited.

Adapters. Following [Yang, 2022b], we add adapter layers to the language model f . Given
a sequence Z ∈ Rd×s of token embeddings, an adapter layer A maps it through a bottleneck
dimension d with a residual connection:

A(Z) := Z + W2h(W1Z) ∈ Rd×s, (4.8)

where W1 ∈ Rd′′×d, W2 ∈ Rd×d′′ , and h is the relu activation function. We insert an adapter
module after the self-attention layer and the feed-forward layer, preceding LayerNorm in each
layer of f .

Training and inference. Our model is trained using the masked language modeling (MLM)
objective, where one or more tokens of X t are masked and the corresponding outputs are pre-
dicted over a vocabulary U . The parameters of the visual encoder f v, text embedding layer
f t, language model f and classifier head g are pre-trained and kept frozen. Only the newly in-
troduced parameters, that is, visual prompts P v, visual mapping network f v, text prompts P t

and adapter layers, are optimized on video-text pairs. We then fine-tune these parameters or a
smaller subset on downstream video question answering tasks, where X t = (Xq, Xa) consists
of a question-answer pair and masking applies to the Xa only. At inference, Xa is masked and
the corresponding output yields a prediction.
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DATASET VIDEOS
QA PAIRS

TRAIN VAL TEST TOTAL

MSRVTT-QA [Xu, 2017] 10k 159k 12k 73k 244k
MSVD-QA [Xu, 2017] 2k 31k 6.5k 13k 50.5k
ActivityNet-QA [Yu, 2019] 5.8k 32k 18k 8k 58k
TGIF-QA [Jang, 2017] 40k 39k – 13k 53k

Table 4.1 – Downstream dataset statistics.

4.4 Experiments

4.4.1 Datasets

Pre-training. We use WebVid2M [Bain, 2021] for pre-training, consisting of 2.5M video-
caption pairs scraped from the internet. The domain is open and the captions are manually
generated. The average video duration is 18 seconds and the average caption word count is 12.

Downstream tasks. Downstream dataset statistics are given in Table 4.1. Following [Yang,
2022b], we use 1% of the training data for fine-tuning in the few-shot setting. MSRVTT-
QA [Xu, 2017] is an extension of MSR-VTT [Xu, 2016], where question-answer pairs are auto-
matically generated from video descriptions. MSVD-QA [Xu, 2017] is based on MSVD [Chen,
2011] and question-answers pairs are automatically generated as in MSRVTT-QA. ActivityNet-
QA [Yu, 2019] is derived from ActivityNet [Caba Heilbron, 2015]. The average video dura-
tion is 180s. TGIF-QA [Jang, 2017] comprises several tasks, including FRAME-QA, where the
question can be answered from one of the frames in a GIF. In this work, TGIF-QA refers only
to Frame-QA.

4.4.2 Implementation details

Architecture details. The frozen video encoder is CLIP ViT-L/14 [Dosovitskiy, 2021; Rad-
ford, 2021], trained with contrastive loss on 400M image-text pairs. We uniformly sample
c = 10 frames located at least 1 second apart and each frame is resized to 224 × 224 pix-
els; if the video is shorter than 10 seconds, we zero-pad up to c = 10 frames. The encoder then
extracts one feature vector per frame of the dimension of 768, followed by a linear projection
to d = 1536 dimensions.
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The visual mapping network has k = 2 layers, each with a cross-attention and a self-
attention, having 8 heads and embedding dimension d = 1536. We use u = 10 learnable visual
prompt vectors of dimension d = 1536.

The text tokenizer is based on SentencePiece [Kudo, 2018] with a vocabulary U of size 128k.

The frozen language model is DeBERTa-V2-XLarge [He, 2021], trained using MLM on
160G text data, following [Yang, 2022b]. The model has ℓ = 24 layers, 24 attention heads, and
embedding dimension d = 1536, resulting in 900M parameters.

For the adapter layers [Houlsby, 2019], we set d′′ = d/8 = 192 by following [Yang, 2022b].

For text prompts, we use r = 10 learnable text prompt vectors, d′ = d/8 = 192, and ℓ = 24.

Downstream input design. We limit the length of text sequences to st = 256 tokens for
pre-training and zero-shot experiments and st = 128 tokens for downstream experiments. We
adopt the input design of [Yang, 2022b] as follows: "[CLS] Question: <Question>? Answer:
[MASK]. Subtitles: <Subtitles> [SEP]". Subtitles are optional and if available, their token
sequence Xs is incorporated into the input. In this case, the text input sequence becomes
X t = (Xq, Xa, Xs).

Answer vocabulary. The answer vocabulary U is constructed by selecting the top 1k most
frequent answers from the training set for the zero-shot setting, following [Yang, 2022b; Zellers,
2021]. Another vocabulary is formed by including answers that occur at least twice in the train-
ing set for the few-shot setting, as defined in [Yang, 2022b]. Questions with answers outside the
vocabulary are excluded from the training process and are assessed as incorrect during evalu-
ation. To report results for the few-shot setting, we choose the vocabulary that yields the best
performance on the validation set.

Answer embedding. The classifier head of the frozen language model includes more tokens
than required for downstream training. To address this, by following [Yang, 2022b], we define a
task-specific classification head by keeping the weights of the pre-trained head associated with
the answer vocabulary. At inference, we provide one mask token at the input, regardless of the
ground truth answer length, and we obtain one output logit vector. For multi-token answers, we
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# AD MAP PR
TRAINED MSRVTT MSVD ANET TGIF

PARAM -QA -QA -QA -QA

1 Linear 1M 18.0 30.5 27.1 44.4
2 Linear ✓ 15M 36.3 46.2 32.7 54.3
3 ✓ Linear 30M 35.0 45.0 32.4 53.9
4 ✓ Linear ✓ 44M 36.4 47.2 32.9 54.7

5 VPN 58M 24.5 37.0 26.1 50.1
6 VPN ✓ 72M 36.1 47.4 34.1 55.8
7 ✓ VPN 86M 34.7 46.0 32.4 54.4
8 ✓ VPN ✓ 101M 36.5 47.8 37.2 55.9

Table 4.2 – Effect of our proposed components on few-shot top-1 accuracy on the validation
set. Pre-training on WebVid2M [Bain, 2021] followed by fine-tuning all trainable parameters
on downstream datasets, using 1% of training data. AD: Adapters; MAP: mapping network; PR:
text prompts; VPN: our visual mapping network. ANET-QA: ActivityNet-QA.

take the average of the logits corresponding to the ground truth words from the vocabulary.

Evaluation Metrics. We report top-1 accuracy on public test sets for all downstream tasks,
except TGIF-QA where we report on the validation set unless otherwise specified.

Training settings. We use the Adam optimizer [Kingma, 2015] with β = (0.9, 0.95) in all
experiments. We decay the learning rate using a linear schedule with the warm-up in the first
10% of the iterations. We use dropout with probability 0.1 in the language model, adapter lay-
ers, text prompts, and visual mapping network. We adopt automatic mixed precision training
for all experiments.

We pre-train for 10 epochs on WebVid2M with a batch size of 128 on 8 NVIDIA Tesla
V100 GPUs, amounting to 20 hours total training time. The base learning rate is 2 × 10−5 and
the learning rate for visual and text prompts is separately set to 10−3.

For fine-tuning on each downstream dataset, we train for 20 epochs with a batch size of 32
on 4 NVIDIA Tesla V100 GPUs. The base learning rate is searched over 5 values in the interval
[10−5, 5 × 10−5], while the learning rate for visual and text prompts is kept at 10−3. For prompt-

only fine-tuning, the base learning rate is searched over 3 values in the interval [10−2, 3 × 10−2].
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Figure 4.3 – Few-shot top-1 validation accuracy vs. number u = r of visual and text prompts
for different downstream datasets, using 1% of training data.

4.4.3 Ablation

We conduct an extensive ablation study to analyze the proposed method.

Model design. In Table 4.2, we analyze the effect of different components in the model de-
sign. We observe that changing the baseline from a linear layer to our visual mapping network

without adapters increases the performance by a large margin in most datasets (row 1→5). By
adding text prompts to any model design (row 1→2, 3→4, 5→6, 7→8), the performance in-
creases for all datasets. The improvement is vast in the absence of adapters.

The model design that includes a linear mapping network and adapter layers (row 3) cor-
responds to FrozenBiLM [Yang, 2022b] trained on WebVid2M. While using only our visual
mapping network and text prompts (row 6) already works better than FrozenBiLM trained on
WebVid2M, we further improve performance by incorporating adapter layers: our full model
(row 8) achieves the best performance overall.

Prompt length. Figure 4.3 shows the effect of the number of prompts on few-shot perfor-
mance, referring to both visual (u) and text (r) prompts, i.e., u = r. Because the space and time
complexity of the model is quadratic in the number of prompts, we limit this number to 50. We
find that accuracy is consistently best on all downstream benchmarks for u = r = 10 prompts,
which we choose as default.
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VPN MSRVTT MSVD ANET TGIF

LAYERS -QA -QA -QA -QA

1 36.0 47.0 36.1 55.9
2 36.5 47.8 37.2 55.9

Table 4.3 – Effect of number k of layers of our visual mapping network on few-shot top-1
validation accuracy, using 1% of training data. VPN: Visual Mapping Network. ANET-QA:
ActivityNet-QA.

REPARAM
MSRVTT MSVD ANET TGIF

-QA -QA -QA -QA

35.6 47.4 34.0 55.1
✓ 36.5 47.8 37.2 55.9

Table 4.4 – Effect of reparametrization of text prompts on few-shot top-1 validation accuracy,
using 1% of training data. REPARAM: Reparametrization. ANET-QA: ActivityNet-QA.

Number of layers of visual mapping network. Table 4.3 shows the effect of the number k

of layers of our visual mapping network on few-shot performance. We only experiment with up
to 2 layers to avoid an excessive number of parameters and complexity of our model. We find
that k = 2 works best, which we choose as default.

Reparametrization of text prompts. In Table 4.4, we investigate the impact of the reparametriza-
tion of text prompts on few-shot performance. We find that reparametrization consistently im-
proves performance on all downstream benchmarks. Even though the number of trainable pa-
rameters increases from 87M to 101M during pre-training and fine-tuning, we do not need to
store the additional parameters at inference.

Handcrafted prompts. We explore the use of handcrafted prompts in the input text. In
Table 4.5 and Table 4.6, we consider four different input designs for zero-shot and few-shot
settings, respectively: (i) no handcrafted prompts, (ii) placed before the question, (iii) placed
just before the [MASK] token (answer), and (iv) placed just before the question, answer and
subtitles.

In zero-shot, handcrafted prompts are beneficial due to the absence of task-specific learning
for downstream tasks. As shown in Table 4.5, the absence of handcrafted prompts drastically
reduces the performance (row 1), highlighting their necessity. Moreover, the position of the
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# INPUT DESIGN
MSRVTT MSVD ANET TGIF

-QA -QA -QA -QA

1 “[CLS] <Question>? [MASK]. <Subtitles> [SEP]” 13.2 30.2 19.8 29.8
2 “[CLS] Answer the question: <Question>? [MASK]. <Subtitles> [SEP]” 7.8 22.3 14.3 35.3
3 “[CLS] <Question>? Answer: [MASK]. <Subtitles> [SEP]” 17.7 37.2 25.8 45.1
4 “[CLS] Question: <Question>? Answer: [MASK]. Subtitles: <Subtitles> [SEP]” 18.0 38.2 24.9 45.5

Table 4.5 – Effect of handcrafted prompt placement on zero-shot top-1 validation accuracy.
ANET-QA: ActivityNet-QA.

# INPUT DESIGN
MSRVTT MSVD ANET TGIF

-QA -QA -QA -QA

1 “[CLS] <Question>? [MASK]. <Subtitles> [SEP]” 36.3 47.0 35.8 55.8
2 “[CLS] Answer the question: <Question>? [MASK]. <Subtitles> [SEP]” 36.3 46.8 35.1 55.8
3 “[CLS] <Question>? Answer: [MASK]. <Subtitles> [SEP]” 36.5 47.1 35.9 55.8
4 “[CLS] Question: <Question>? Answer: [MASK]. Subtitles: <Subtitles> [SEP]” 36.5 47.8 37.2 55.9

Table 4.6 – Effect of handcrafted prompt placement on few-shot top-1 validation accuracy, using
1% of training data. ANET-QA: ActivityNet-QA.

handcrafted prompt has a significant impact on the performance. More specifically, the location
of the “Answer” prompt affects the results by a large margin (row 2→3), even leading to worse
performance than the absence of handcrafted prompts (row 1→2). The presence of an “Answer”
prompt just before the [MASK] token yields better performance in two input designs (rows 3 &
4).

Although the impact of using handcrafted text prompts is relatively small in few-shot ex-
periments compared to zero-shot experiments, they still improve enhances, particularly on
MSRVTT-QA and TGIF-QA datasets, as shown in Table 4.6. Placing handcrafted prompts at
the beginning (row 2), as is the case for learnable text prompts, leads to lower performance. The
best performance is achieved when handcrafted prompts are placed just before the question,
answer, and subtitles (row 4). Therefore, we choose to place handcrafted prompts according to
row 4 for both settings.

By contrast, learnable prompts are all placed at the beginning. We empirically observe that
other choices, e.g. placing half at the beginning of the input and half just before the [MASK]
token, are inferior.
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METHOD SUB
#TRAINING

MSRVTT-QA MSVD-QA ANET-QA TGIF-QA
IMG VID VQA

CLIP* [Radford, 2021] 400M - 2.1 7.2 1.2 3.6
RESERVE [ZELLERS, 2022] ✓ - 20M 5.8 - - -
LAVENDER [LI, 2023B] 3M 2.5M 4.5 11.6 - 16.7
Flamingo-3B [Alayrac, 2022] 2.3B 27M 11.0 27.5 - -
Flamingo-9B [Alayrac, 2022] 2.3B 27M 13.7 30.2 - -
Flamingo [Alayrac, 2022] 2.3B 27M 17.4 35.6 - -
FrozenBiLM [Yang, 2022b] ✓ - 10M 16.7 33.8 25.9 41.9

Just Ask [Yang, 2021] 69M - ✓ 2.9 7.5 12.2 -
Just Ask [Yang, 2022a] 69M 3M ✓ 5.6 13.5 12.3 -
BLIP [Li, 2022b] 129M - ✓ 19.2 35.2 - -

ViTiS (Ours) - 2.5M 18.2 36.2 25.0 45.5
ViTiS (Ours) ✓ - 2.5M 18.1 36.1 25.5 45.5

Table 4.7 – Zero-shot VideoQA top-1 accuracy on test sets, except TGIF-QA on the valida-
tion set. Number of pre-training data: image-text/video-text pairs. SUB: subtitle input. VQA:
visual question answer pairs. ANET-QA: ActivityNet-QA. CLIP: CLIP ViT-L/14. Flamingo:
Flamingo-80B. We gray out methods trained on VQA pairs, which are not directly comparable.
*: CLIP results taken from [Yang, 2022b].

4.4.4 Results

Zero-shot. A comparison with state-of-the-art methods on open-ended zero-shot VideoQA
is given in Table 4.7. We observe an outstanding performance of our method across differ-
ent VideoQA benchmarks, despite using significantly less pre-training data compared to other
methods. Our performance on ActivityNetQA [Yu, 2019] is on par with FrozenBiLM [Yang,
2022b]. Lavender [Li, 2023b] employs a multi-task training approach, transforming different
vision-language tasks into MLM. Reserve [Zellers, 2022] uses GPT-3 [Brown, 2020b] to con-
vert questions into masked sentences. Flamingo [Alayrac, 2022] uses a frozen auto-regressive
language model trained on an extreme-scale dataset. By contrast, our method leverages a lighter
frozen language model trained on 2.5M video-text pairs.

BLIP [Li, 2022b] is pre-trained on the VQA dataset [Goyal, 2017b], which is not directly
comparable as our setting does not involve training on QA pairs. Similarly, Just Ask [Yang,
2021; Yang, 2022a] uses automatically generated visual question answering datasets. Although
these datasets are not annotated by humans, the model is still trained on the specific task.
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METHOD
TRAINED #TRAINED MSRVTT MSVD ANET TGIF

MODULES PARAMS -QA -QA -QA -QA

FrozenBiLM [Yang, 2022b] ATP 30M 36.0 46.5 33.2 55.1
ViTiS (Ours) ATP 101M 36.5 47.6 33.1 55.7
ViTiS (Ours) Prompts 0.75M 36.9 47.8 34.2 56.2

Table 4.8 – Few-shot VideoQA top-1 accuracy on test sets, except TGIF-QA on the validation
set. Number of trained parameters: fine-tuned on the downstream dataset, using 1% of training
data. ATP: All trainable parameters. ANET-QA: ActivityNet-QA.

METHOD #SHOT
#PRE-TRAINING

MSRVTT-QA MSVD-QA ANET-QA TGIF-QA
IMG VID #PARAM

Flamingo-3B [Alayrac, 2022] 32 2.3B 27M 1.4B 25.6 42.6 – –
Flamingo-9B [Alayrac, 2022] 32 2.3B 27M 1.8B 29.4 47.2 – –
Flamingo-80B [Alayrac, 2022] 32 2.3B 27M 10B 31.0 52.3 – –

ViTiS (Ours) 32 – 2.5M 101M 27.0±1.0 41.9±0.8 28.7±1.3 52.2±1.2

Table 4.9 – Few-shot VideoQA in-context learning. Mean and standard deviation of top-1 ac-
curacy on test sets, except TGIF-QA on the validation set, over 10 32-shot tasks drawn at ran-
dom. Only our model involves parameter updates; we fine-tune 0.75M params. Number of pre-
training data: image-text/video-text pairs. ANET-QA: ActivityNet-QA.

Few-shot. We fine-tune our method on 1% of the training data by following [Yang, 2022b],
which introduced the few-shot VideoQA task in this form. Table 4.8 compares our method
with [Yang, 2022b]. We use two strategies, fine-tuning (i) all trainable parameters and (ii) only
prompts. The latter works best, consistently outperforming [Yang, 2022b] while diminishing
the number of fine-tuned parameters.

Few-shot in-context learning. An alternative approach for few-shot VideoQA is in-context

learning [Alayrac, 2022], using few, e.g. 32, labeled examples. To compare, we draw 10 tasks
of 32 examples at random from 1% of training data of each downstream dataset; we fine-tune
the prompt vectors, that is, 0.75M parameters, on each task for 5 epochs and report mean and
standard deviation. This can be considered as test-time prompt tuning [Shu, 2022] using task-
specific annotated data.

Table 4.9 shows the results of few-shot in-context learning. Flamingo [Alayrac, 2022] uses
a frozen auto-regressive language model with trainable cross-attention layers that incorporate
vision and language input, trained on an extreme-scale dataset. The Flamingo-3B, Flamingo-
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9B, and Flamingo-80B have 1.4B, 1.8B, and 10B learned parameters, respectively, in addition
to the frozen language model. By contrast, our method uses a lighter frozen language model and
lighter adaptation modules, resulting in only 101M parameters to learn, and our training data is
a relatively small amount of video-text pairs. Despite this, our method outperforms Flamingo-
3B [Alayrac, 2022] on MSRVTT-QA and is on par with MSVD-QA.

4.5 Conclusion

We explored the adaptation of large-scale pre-trained vision and language models for VideoQA
under a scarcity of data. We introduced multimodal prompt learning and a visual mapping
network to address challenges in such adaptation. Our method consistently outperforms prior
works while requiring minimal parameter fine-tuning in few-shot VideoQA.
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CHAPTER 5

CONCLUSIONS
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This chapter summarizes our contributions in Section 5.1 and discusses potential future
work related to this thesis in Section 5.2.

5.1 Summary of contributions

This thesis advances the field of video understanding by focusing on multimodal semantic
understanding and efficient learning from limited data, particularly in video question answering.

Our first contribution addresses long-range video question answering, which involves re-
sponding to questions about long videos, such as TV show episodes. These questions require
an understanding of extended video content. While recent approaches rely on human-generated
external sources, we rely on raw data and generate episode summaries. We also present a video
question-answering method that encodes different text-based inputs independently, including
video description, and employs a simple fusion method to combine all modalities. Additionally,
we propose soft temporal attention for localization over long inputs to process long text input
efficiently. Our model outperforms the previous methods without using question-specific human
annotation or human-made plot summaries.

Our following contribution explores zero-shot and few-shot video question answering, aim-
ing to enhance efficient learning from limited data. We leverage the knowledge of existing large-
scale models; however, adapting pre-trained models to limited data presents challenges, such as
overfitting, catastrophic forgetting, and bridging the cross-modal gap between vision and lan-
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guage. To address these challenges, we introduce a parameter-efficient method that combines
multimodal prompt learning with a transformer-based mapping network, while keeping the pre-
trained vision and language models frozen. This approach allows us to overcome the limitations
posed by data scarcity and to improve performance in video question answering, especially in
zero-shot and few-shot scenarios.

These contributions significantly enhance the capabilities of multimodal video question an-
swering systems, making them more robust and adaptive in scenarios where specifically human-
annotated labeled data is limited or unavailable.

5.2 Future work

Multimodal long video summarization. We generate text-based summaries for long videos,
but a combined process of summarizing both video and dialog into a single output could be im-
plemented, effectively advancing multimodal fusion from its usual roles in question answering
or memory networks to an earlier stage in text description. In this way, question-answering can
be handled entirely by language models from extended video summaries. Additionally, we uti-
lize the dialog summarization model as pre-trained by [Chen, 2020a]; but there is a margin for
improvement by fine-tuning it on extended plot summaries, which are available, e.g., for certain
TV shows.

Parameter-efficient methods. We explore prompt learning [Li, 2021; Liu, 2021a; Liu,
2022a], and adapter layers [Houlsby, 2019] as parameter-efficient methods for video question
answering in this thesis. Future work could explore incorporating a broader range of adap-
tation strategies, including low-rank adaptation (LoRA) [Hu, 2022], and QLoRA [Dettmers,
2023]. These strategies could be integrated with multimodal prompt learning or applied inde-
pendently to enhance efficiency and adaptability to establish benchmark work for video question
answering. For instance, a recent work [Jia, 2022] explores various parameter-efficient strate-
gies for image classification tasks, relying solely on the vision modality. Additionally, future
work could involve utilizing different visual and language models. Exploring the application of
this approach in video understanding tasks beyond question answering also presents a valuable
direction for further research.
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5.2. Future work

Audio modality. While we use speech in the form of subtitles in this thesis, we have not
directly incorporated the audio modality in its natural form. Future work could benefit from
exploring the inclusion of audio, specifically the emotional nuances conveyed by sound, to en-
hance the understanding of video content. Subtitles obtained via speech-to-text can be noisy and
sometimes sparse, potentially missing emotional context. This approach could be particularly
beneficial in applications where understanding sentiment and emotional intent is crucial, such
as in detecting sarcastic speech and conducting sentiment analysis.

Potential harms and ethical considerations. Employing transformer-based models in var-
ious applications raises ethical concerns and potential harms, including introducing biases and
stereotypes driven by the training data, spreading misinformation, and compromising privacy
through the leakage of sensitive information. Addressing these issues requires a comprehensive
effort in model development; future work can focus on ensuring these technologies benefit so-
ciety while minimizing harm.

Furthermore, the substantial environmental impact due to the high computational demands
of training these models poses a significant challenge. This challenge calls for future research
into more energy-efficient computing methods to reduce the carbon footprint associated with
model training processes. In this thesis, we employ parameter-efficient adaptation methods that
reduce computational demand, but these methods can be further improved.
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Titre : Réponse aux questions sur la vidéo avec supervision limitée

Mot clés : compréhension de la vidéo, réponse aux questions, apprentissage multimodal

Résumé : Le média vidéo a considérablement
augmenté en volume et en diversité à l’ère nu-
mérique et cette expansion soulève la néces-
sité de technologies avancées de compréhen-
sion des vidéos. Poussée par cette nécessité,
cette thèse explore la compréhension séman-
tique des vidéos en exploitant plusieurs mo-
dalités perceptuelles, comme pour le proces-
sus cognitif humain, et un apprentissage effi-
cace avec une supervision limitée, semblable
aux capacités d’apprentissage humain. Cette
thèse se concentre spécifiquement sur la ré-
ponse aux questions sur les vidéos comme
l’une des principales tâches de compréhen-
sion vidéo. Notre première contribution traite
de la réponse aux questions sur les vidéos sur
le long terme, nécessitant une compréhension
du contenu vidéo étendu. Alors que les ap-

proches récentes dépendent de sources ex-
ternes générées par les humains, nous trai-
tons des données brutes pour générer des ré-
sumés vidéo. Notre contribution suivante ex-
plore la réponse aux questions sur la vidéo
en zero-shot et en few-shot visant à amélio-
rer l’apprentissage efficace à partir de don-
nées limitées en nombre. Nous exploitons la
connaissance des grands modèles existants
en éliminant les défis d’adaptation de ces mo-
dèles pré-entraînés à des données limitées en
nombre. Nous démontrons que ces contribu-
tions améliorent considérablement les capa-
cités des systèmes multimodaux de réponse
aux questions sur la vidéo dans les contextes
où les données spécifiquement annotées par
l’humain sont limitées ou indisponibles.

Title: Video question answering with limited supervision

Keywords: video understanding, video question answering, multimodal learning

Abstract: Video content has significantly in-
creased in volume and diversity in the dig-
ital era, and this expansion has highlighted
the necessity for advanced video understand-
ing technologies. Driven by this necessity, this
thesis explores semantically understanding
videos, leveraging multiple perceptual modes
similar to human cognitive processes and ef-
ficient learning with limited supervision simi-
lar to human learning capabilities. This the-
sis specifically focuses on video question an-
swering as one of the main video understand-
ing tasks. Our first contribution addresses
long-range video question answering, requir-
ing an understanding of extended video con-

tent. While recent approaches rely on human-
generated external sources, we process raw
data to generate video summaries. Our follow-
ing contribution explores zero-shot and few-
shot video question answering, aiming to en-
hance efficient learning from limited data. We
leverage the knowledge of existing large-scale
models by eliminating challenges in adapting
pre-trained models to limited data. We demon-
strate that these contributions significantly en-
hance the capabilities of multimodal video
question-answering systems, where specifi-
cally human-annotated labeled data is limited
or unavailable.
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